|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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第 **3** 章

MATLAB 是一种广泛使用的数学软件，因其优秀的数学能力赢得了广泛的认可和使用。本章将针对 MATLAB 中的数学知识点进行整理，以帮助读者更好地掌握和运用 MATLAB 进行数学计算。

# 矩阵的微分

在应用中，矩阵函数与函数矩阵的微分、积分常常是同时出现的，因此在学习了矩阵函数的计算后，还需学习函数矩阵的微分、积分。

以变量 *t* 的函数为元素的矩阵 ***A***(*t*)  (*aij* (*t*))*m**n* 称为函数矩阵。如果*t* [*a*, *b*] ，则称 ***A***(*t*) 是定义在[*a*, *b*] 上的；如果每个 *aij* (*t*) 在[*a*, *b*] 上连续（可微、可积），则称 ***A***(*t*) 在[*a*, *b*] 上连续（可微、可积）。当 ***A***(*t*) 在[*a*, *b*] 可微时，规定其导数为

***A***(*t*)  (*a* (*t*)) 或 d ***A***(*t*)   d 

 

*ij m**n* d*t*

 d*t aij* (*t*) 

当 ***A***(*t*) 在[*a*, *b*] 上可积时，规定 ***A***(*t*) 在[*a*, *b*] 上的积分为

*b*  *b* 

 ***A***(*t*)d*t*    *aij* (*t*)d*t* 

*a*  *a*

*m**n*
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## 标量与矩阵求导通用的法则

向量可以看成行或列为 1 的矩阵，下面对标量与标量、向量与标量、标量与矩阵的结合方式进行介绍。

1. 标量与标量

标量与标量就是正常的对函数求导。

1. 标量与向量

标量与向量分两种情况，分别为向量对标量求导、标量对向量求导。

1. 向量对标量求导

向量对标量求导即向量的每个分量对标量求导为

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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***y***  [ *y*1 *y*2 

*y* ]T

*m*

 *y*1 

 *x* 

 *y* 

 2 

***y***

  *x* 

*x*   

 

*y* 

 *m* 

 *x* 

1. 标量对向量求导

标量对向量求导结果为一个与向量同阶的向量，每个元素为标量对应位置向量元素的

倒数：

***x***  [*x*1 *x*2

 *x* ]T

因为是对向量求导，此处采用分子布局（即分母不变，分子转置）。用分子和分母布局求出来的结果互为转置：

*n*

*y*   *y* *y*  *y* 

***x*** *x* *x* *x* 



1. 标量与矩阵

标量的结合比较特殊，很简单。

1. 矩阵对标量求导

1 2 *n* 

对矩阵中的每个元素分别对标量求导即可。

 *y*11 *y*12

 *y*1*n* 

 *x* *x*

 *y* *y*

*x* 

*y*



***Y***  21 22  2*n* 

  *x* *x* *x* 

*x*      

 

*y* *y* *y* 

 *m*1 *m*2  *mn* 

1. 标量对矩阵求导

 *x* *x*

*x* 

标量对矩阵的求导，即求导结果为一个与矩阵同阶的矩阵，其中元素为标量对应位置元

素的倒数，如：

 *y*

 *x*

*y* 

*x*

*y* 

*x* 

 11 12 1*q* 

 *y*

*y*   *x*

*y* 

*x*

*y* 

*x* 

***X*** 

21 22 2*q* 

     

 

 *y*

*x*

*y* 

*x*

*y* 

*x* 

 *p*1 *p* 2 *pq* 



|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

## 矩阵和向量求导的通用法则
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向量可以看成行或列为 1 的特殊矩阵，矩阵可以分解成行或列向量组成的列矩阵或行矩阵。对于 *m*  *n* 阶矩阵***Y*** ：

 *y*11 

*y*1*n* 

***Y***      

 

对于 *p*  *q* 阶矩阵 ***X*** ：

 *ym*1 

 *x*11 

*ymn* 

*x*1*q* 

***X***      

 

 *xp*1 

*xpq* 

将***Y*** 分解为 *m* 个1 *n* 的行向量组成的列向量：

 ***y***T 

 *y*  *y*   1 

11 1*n* ***y***T







***Y***  

  

   2 

 *ym*1 

*ymn* 

  

 ***y***T 

 *m* 

将 ***X*** 分解为 *q* 个 *p* 1的行向量组成的行向量：

 *x*11 

*x*1*q* 

***X***        [ ***x x***  ***x*** ]

  1 2 *q*

 *xp*1 

*xpq* 

1. 以上问题可以先变为列向量对行向量求导。根据求导法则，结果为

*y*T

 1 

***Y***  *x*1

*y*T 

1 

*xq* 

     

***X***  

*y*T

 *m* 

 *x*1

*y*T 

*m* 

*xq* 

此处是一个 *m*  *q* 的大矩阵，每一个元素是1 *n* 的行向量对 *p* 1 的列向量求导的结果，为*p*  *n* 阶矩阵：

T

***y***

*i*

***x*** *j*

1. 接下来问题就变为行向量对列向量求导。对于每一个小块矩阵，根据上述分解结果有

***y***T  [ *y y*

1 2

 *x*1 

 *yn* ]

 *x* 

***x***   2 

  



 *xp* 





|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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根据求导法则：

 *y*1

 *x*

*yn* 

 *x* 

***y***T

 1 1 

     

***x***  *y*

*y* 

 1  *n* 

*x* *x* 

 *p n* 

1. 最后就是标量对标量的求导。

结果为 *m*  *p* 行、 *n*  *q* 列的矩阵，至此结束。

## MATLAB 的实现

在 MATLAB 中，提供了 diﬀ 函数用于实现求导数，jacobian 函数用于求雅可比矩阵。

1. diﬀ 函数。

diﬀ 函数用于求矩阵的差分和近似导数。函数的语法格式为：

Y = diﬀ(X)：计算沿大小不等于 1 的第一个数组维度的 X 相邻元素之间的差分。

① 如果 X 是长度为 m 的向量，则 Y = diﬀ(X) 返回长度为 m-1 的向量。Y 的元素是 X 相邻元素之间的差分。

Y = [X(2)-X(1),X(3)-X(2),...,X(m)-X(m-1)]

② 如果 X 是不为空的非向量 p×m 矩阵，则 Y = diﬀ(X) 返回大小为 (p-1)×m 的矩阵， 其元素是 X 的行之间的差分。

Y = [X(2,:)-X(1,:); X(3,:)-X(2,:); ... X(p,:)-X(p-1,:)]

③ 如果 X 是 0×0 的空矩阵，则 Y = diﬀ(X) 返回 0×0 的空矩阵。

④ 如果 X 是一个 p×m 表或时间表，则 Y = diﬀ(X) 返回一个大小为 (p-1)×m 的表或时间表，其元素是 X 的行之间的差分。如果 X 是一个 1×m 表或时间表，则 Y 的大小是 0×m。Y = diﬀ(X,n)：通过递归应用 diﬀ(X) 运算符 n 次来计算第 n 个差分。在实际操作中，这表

示 diﬀ(X,2) 与 diﬀ(diﬀ(X)) 相同。

Y = diﬀ(X,n,dim)：沿 dim 指定的维计算的第 n 个差分。dim 输入是一个正整数标量。

1. jacobian 函数。

jacobian 函数用于计算雅可比矩阵，函数的语法格式为：

jacobian(f,v)：计算 f 关于 v 的雅可比矩阵，其第 (i,j) 个元素为

f (i)

v( j)

其中，f 为标量或者向量函数，可为符号表达式、符号函数、符号向量等。如果 f 是一个标量，

f 的雅可比矩阵是 f 的梯度的转置。

v 为要计算雅可比的变量向量、符号变量、符号向量。

① 如果 v 是一个标量，则结果等价于 diﬀ(f,v) 的转置。

② 如果 v 是空符号对象，如 sym([ ])，则结果返回空符号对象。

【例 3-1】演示标量、向量、矩阵的相互求导。

>> clear all; syms x y z v;

f1 = [x\*y, x+y; y\*z, y+z; x\*y\*z, x+y+z];

% 矩阵
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|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

f2 = [x\*y;y\*z;x\*y\*z];

f3 = x\*y\*z;

% 列向量

% 标量

v1 = x;

v2 = [x;y];

v3 = [x\*y, x+y; y\*z, y+z;x\*y\*z, x+y+z];

% 标量

% 列向量

% 矩阵

% 对标量求导用 diﬀ

f3v1=diﬀ(f3,v1) f2v1=diﬀ(f2,v1)

f1v1=diﬀ(f1,v1)

% 标量对标量求导为标量

% 列向量对标量求导为列向量

% 矩阵对标量求导为矩阵

% 对向量求导用 jacobian

% 标量对向量求导为向量 , 以下两种情况结果相同

f3v2=jacobian(f3,v2) f3v2=jacobian(f3,v2.')

% 数学上定义 1×n 行向量对 m×1 列向量求导后构成 m×n 矩阵

%jacobian 函数通过向量对向量求导构成矩阵，以下 4 种情况结果相同

% 注：syms 型求转置需用 .'

f2v2=jacobian(f2.',v2) f2v2=jacobian(f2,v2.') f2v2=jacobian(f2,v2)

f2v2=jacobian(f2.',v2.')

运行程序，输出如下：

f3v1 = y\*z f2v1 =

y 0

y\*z f1v1 =

[ y, 1]

[ 0, 0]

[y\*z, 1] f3v2 = [y\*z, x\*z] f3v2 = [y\*z, x\*z] f2v2 =

[ y, x]

[ 0, z]

[y\*z, x\*z] f2v2 =

[ y, x]

[ 0, z]

[y\*z, x\*z] f2v2 =

[ y, x]

[ 0, z]

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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第 3 章 数学基础知识

[y\*z, x\*z] f2v2 =

[ y, x]

[ 0, z]

[y\*z, x\*z]

# 向量和矩阵积分

在机器学习中，经常遇到一系列变量分析问题，向量和矩阵微积分是单个变量微积分的延伸。

## 向量梯度

令 *g*(***w***) 为一个包含 *m* 个变量的可微数值函数，其中

***w***  [*w* , *w* ,, *w* ]T

1 2 *m*

由此可得到 *g*(***w***) 的梯度，采用 *g* 的偏微分形式：

 *g* 

 *w* 

*g*  1 

*g*  ***w***    





*g*

 

 *w* 

 *m* 

相似地，可定义二阶梯度矩阵或 Hessian 矩阵：

 2 *g*

 *w*2

2 *g* 

 *w w* 

2 *g*  1

1 *m* 

     

***w***2  

 2 *g* 2 *g* 

 *w w*  *w*2 

 *m* 1 *m* 

将向量值函数进行推广，得到

*g*(***w***)  [*g* (***w***), *g* (***w***),, *g* (***w***)]T

1 2 *n*

从而得到 Jacobian 矩阵的定义：

 *g*  *g* 

 *w* *w* 

g  1 1 

***w***  

   

 *g* *g* 

 1  *n* 

 *w* *w* 

 *m m* 

在向量转化中，Jacobian 矩阵的列向量是对应的分量函数 *gi* (***w***) 的梯度。

## 微分公式

常用的微分公式为

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

*f* (***w***)*g*(***w***)  *f* (***w***) *g*(***w***)  *f* (***w***) *g*(***w***)
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***w*** ***w*** ***w***

 *f* (***w***) *g*(***w***)  *f* (***w***) *g*(***w***)

*f* (***w***) *g*(***w***)  ***w*** ***w***

***w***

## 优化方法

*a*T ***w*** 

***w***

*g* 2 (***w***)

*a*

梯度下降是对给定代价函数 *J* (***w***) 进行最小化的方法：

*J* (***w***)  ** *J* (***w***)

(*t*) ***w***

优化步骤为：

1. 初始值是 ***w***(0) ；
2. 计算 ***w***(0) 处的梯度*J****w*** ；
3. 向负梯度或最陡下降方向移动一段距离；
4. 重复上述步骤，直到连续点足够接近。

## 拉格朗日乘子法

通常，约束优化问题可表述为

min *J* (***w***)

s.t. *Hi* (*w*)  0, *i*  1, 2,, *k*

其中， *J* 为代价函数， *Hi* 为限制条件。

拉格朗日乘子法广泛应用于求解带约束的优化问题，使用时需要构建拉格朗日方程：

其中， *i* 是拉格朗日乘子。

*k*

*L*(***w***, **1 , **2 ,, *k* )  **(***w***)  *i Hi* (***w***)

*i* 1

令 *L* 的梯度为 0，可以求解最值问题，即有

*J* (***w***)  *k* *Hi* (***w***)  0

***w*** *i*1 ***w***

## 向量矩阵积分实现

在 MATLAB 中，提供了 trapz 函数为梯形函数积分，可用于实现向量矩阵积分。函数的语法格式如下。

Q = trapz(Y)：通过梯形法计算 Y 的近似积分（采用单位间距）。根据 Y 的大小确定求积分所沿用的维度。

① 如果 Y 为向量，则 trapz(Y) 是 Y 的近似积分。

② 如果 Y 为矩阵，则 trapz(Y) 对每列求积分并返回积分值的行向量。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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③ 如果 Y 是多维数组，则 trapz(Y) 对大小不等于 1 的第一个维度求积分。该维度的大小变为 1，而其他维度的大小保持不变。

Q = trapz(X,Y)：根据 X 指定的坐标或标量间距对 Y 进行积分。

① 如果 X 是坐标向量，则 length(X) 必须等于 Y 的大小。

② 如果 X 是标量间距，则 trapz(X,Y) 等于 X\*trapz(Y)。

Q = trapz(\_\_\_,dim)：使用上述任意语法沿维度 dim 求积分。必须指定 Y，也可以指定X。如果指定 X，则它可以是长度等于 size(Y,dim) 的标量或向量。例如，如果 Y 为矩阵，则trapz(X,Y,2) 对 Y 的每行求积分。

【例 3-2】利用 trapz 函数对向量及矩阵求积分。

>>% 计算数据点之间的间距为 1 的向量的积分

Y = [1 4 9 16 25];

>> % 使用 trapz 按单位间距对数据求积分

>> Q = trapz(Y) Q =

42

近似积分生成值为 42。在这种情况下，确切答案比近似积分稍小，为 411 。trapz 函数高

3

估积分值，因为 *f* (*x*) 是向上凸的。

% 对具有非均匀数据间距的矩阵的行求积分

% 使用 trapz 分别对每一行进行积分，然后求出每次试验中经过的总距离。由于数据不是按固定间隔计

% 算的，因此指定 X 来表示数据点之间的间距。由于数据位于 Y 的行中，因此指定 dim = 2

>> Q1 = trapz(X,Y,2) Q1 =

82.8000

85.7250

82.1250

|  |  |  |  |
| --- | --- | --- | --- |
| >> X = [1 | 2.5 7 | 10]; |  |
| Y = [5.2 | 7.7 | 9.6 | 13.2; |
| 4.8 | 7.0 | 10.5 | 14.5; |
| 4.9 | 6.5 | 10.2 | 13.8]; |

结果为积分值的列向量，Y 中的每行对应一个列向量。

# 特征值分解和奇异值分解

特征值分解只适用于方阵，然而在实际应用中，大部分矩阵不是方阵。而奇异值分解适用于任意矩阵，本节将对特征值分解与奇异值分解进行介绍。

## 特征值分解

特征值分解是将一个方阵 ***A*** 分解为如下形式：

***A***  ***Q*** ** ***Q***1

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

其中， ***Q*** 是方阵 ***A*** 的特征向量组成的矩阵， ** 是一个对角矩阵，对角线元素是特征值。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAvQAAAFBCAMAAAAv7ct/AAADAFBMVEX////9/f38/Pz6+/v5+fr4+Pn39/j29vf19vb09fXz9PTz8/Py8vPx8fLw8fHv8PDu7/Dt7u/t7e7s7e3r7Ozq6+zp6uvo6ero6Onn6Ojm5+jl5ufk5ebj5OXj5OXi4+Th4uPg4eLf4OHe4OHe3+Dd3t/c3d7b3N7a3N3Z29zZ2tvY2drX2NrW19nV19jU1tfU1dfT1NbS09XR09TQ0tPP0dPP0NLOz9HNz9DMztDLzc/KzM7Ky83Jy8zIyszHycvGyMrFx8nFxsjExsjDxcfCxMbBw8XAwsTAwsS/wcO+wMK9v8G8vsC7vcC7vb+6vL65u724ury3uby2uLu2uLq1t7m0triztbiytLeytLaxs7WwsrSvsbSusLOtsLKtr7GsrrCrrbCqrK+prK6pq62oqq2nqaymqKulqKqlp6mkpqmjpaiipKehpKaho6WgoqWfoaSeoKOeoKKdn6GcnqGbnaCanZ+anJ6Zm56Ymp2XmZyXmZuWmJuVl5qUlpmUlpiTlZiSlJeRk5aRk5WQkpWPkZSOkJOOkJKNj5GMjpGLjZCLjY+KjI6Ji46Iio2IioyHiYuGiIuFh4qFh4mEhoiDhYiChIeCg4aBg4WAgoV/gYR/gIN+gIJ9f4J8foF8fYB7fX96fH96e355en14enx3eXt3eHt2d3p1d3l0dnh0dXhzdHdydHZxc3VwcnRwcXRvcHNucHJtb3FsbnBsbXBrbG9qa25pa21pamxoaWtnaGtmZ2plZ2lkZmhkZWdjZGZiY2VhYmVgYWRgYWNfYGJeX2FdXmBcXV9bXF9bXF5aW11ZWlxYWVtXWFpWV1lVVlhUVVdTVFZTU1VSUlRRUVNQUFJPT1FOTlBNTU9MTE5LS01KSkxJSUtISEpIR0lHR0hGRkdFRUZEREVDQ0RCQkNBQUJAQEE/PkA+PT89PD48Ozw6OTs5ODk4Nzg3NTc2NDU0MzQzMTMyMDExLzAwLS4uLC0tKiwsKSorKCkqJygoJSYnJCUmIyQlIiIkICEjHyADXOIUAAAAAWJLR0QAiAUdSAAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAQJJREFUeJztwQENAAAAwqD3T20PBxQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAtwa1YgABg+j9MgAAAABJRU5ErkJggg==)![](data:image/png;base64,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)

44

MATLAB 机器学习

通过特征值分解得到的前 *N* 个特征向量，表示矩阵 ***A*** 最主要的 *N* 个变化方向。利用这前

*N* 个变化方向，即可以近似这个矩阵（变换）。

【例 3-3】矩阵的特征值分解演示。

>> A =[ 0 -6 -1; 6 2 -16; -5 20 -10];

此方程的解用矩阵指数 *x*(*t*)  e*t****A*** *x*(0) 表示：

>> lambda = eig(A) lambda =

-3.0710 + 0.0000i

-2.4645 +17.6008i

-2.4645 -17.6008i

每个特征值的实部都为负数，因此随着*t* 的增加，e*t* 将会接近零。两个特征值（+*w* 与 -*w*） 的非零虚部为微分方程的解提供了振动分量sin(*wt*) 。使用这两个输出参数，eig 可以计算特征向量并将特征值存储在对角矩阵中。

>> [V,D] = eig(A) V =

-0.8326 + 0.0000i

-0.3553 + 0.0000i

-0.4248 + 0.0000i D =

-3.0710 + 0.0000i

0.0000 + 0.0000i

0.0000 + 0.0000i

0.2003 - 0.1394i

-0.2110 - 0.6447i

-0.6930 + 0.0000i

0.2003 + 0.1394i

-0.2110 + 0.6447i

-0.6930 + 0.0000i

0.0000 + 0.0000i

-2.4645 +17.6008i

0.0000 + 0.0000i

0.0000 + 0.0000i

0.0000 + 0.0000i

-2.4645 -17.6008i

第一个特征向量为实数，另外两个向量互为共轭复数，三个向量都归一化为等于 1 的欧几里得长度 norm(v,2)。

矩阵 V×D×inv(V)（可更简洁地写为 V×D/V）位于 A 的舍入误差界限内，inv(V)×A×

V 或 V\A×V 都在 D 的舍入误差界限内。

1. 多重特征值。

某些矩阵没有特征向量分解，这些矩阵是不可对角化的，例如：

>> [V,D] = eig(A) V =

1.0000 1.0000 -0.5571

0 0.0000 0.7428

0 0 0.3714

D =

1 0 0

0 1 0

0 0 3

*λ*=1 时有一个双精度特征值，V 的第一列和第二列相同，对于此矩阵，并不存在一组完整的线性无关特征向量。

1. Schur 分解。

许多高级矩阵计算不需要进行特征分解，而是使用 Schur 分解，公式为

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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第 3 章 数学基础知识

***A***=***USU****'*

其中，***U*** 是正交矩阵，***S*** 是对角线上 1×1 和 2×2 块的块上三角矩阵。特征值是通过 ***S*** 的对角元素和块显示的，而 ***U*** 的列提供了正交基，它的数值属性要远远优于一组特征向量。

【例 3-4】比较下面的亏损矩阵的特征值和 Schur 分解。

>> A = [ 6 [V,D] = eig(A)

V =

12

19;-9 -20 -33; 4

9

15 ];

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| -0.4741 | + | 0.0000i | -0.4082 | - 0.0000i -0.4082 + 0.0000i |
| 0.8127 | + | 0.0000i | 0.8165 | + 0.0000i 0.8165 + 0.0000i |
| -0.3386 | + | 0.0000i | -0.4082 | + 0.0000i -0.4082 - 0.0000i |
| D =  -1.0000 | + | 0.0000i | 0.0000 | + 0.0000i 0.0000 + 0.0000i |
| 0.0000 | + | 0.0000i | 1.0000 | + 0.0000i 0.0000 + 0.0000i |
| 0.0000 | + | 0.0000i | 0.0000 | + 0.0000i 1.0000 - 0.0000i |
| >> [U,S] = U =  -0.4741 | schur(A)  0.6648 | | %Schur 分解  0.5774 | |
| 0.8127 | 0.0782 | | 0.5774 | |
| -0.3386 | -0.7430 | | 0.5774 | |
| S = | | | | |
| -1.0000 | 20.7846 | | -44.6948 | |
| 0 | 1.0000 | | -0.6096 | |
| 0 | 0.0000 | | 1.0000 | |

矩阵 A 为亏损矩阵，因为它不具备一组完整的线性无关特征向量（V 的第二列和第三列相同）。由于 V 的列并不全部是线性无关的，因此它有一个很大的条件数，约为 1×108。但schur 可以计算 U 中的 3 个不同基向量。由于 U 是正交矩阵，因此 cond(U) = 1。

矩阵 S 的实数特征值作为对角线上的第一个条目，并通过右下方的 2×2 块表示重复的特征值，2×2 块的特征值也是 A 的特征值：

>> eig(S(2:3,2:3))

ans =

1.0000 + 0.0000i

1.0000 - 0.0000i

## 奇异值分解

奇异值分解（Singular Value Decomposition，SVD）是在机器学习领域广泛应用的算法， 它不仅可以用于降维算法中的特征分解，还可以用于推荐系统及自然语言处理等领域。它能适用于任意的矩阵的分解。

SVD 是将 *m*×*n* 的矩阵 ***A*** 分解为如下形式：

***A***  ***USV*** T

其中， ***U*** 和 ***V*** 是正交矩阵， 即 ***U*** T***U***  ***I*** ， ***V*** T***V***  ***I*** ， ***U*** 是左奇异矩阵， ***U***  **R***m**m* ， ***S*** 是

*m*×*n* 的对角阵（对角线上的元素是奇异值，非对角线元素都是 0），

***V***  **R***n**n* 。

***V*** T 为右奇异向量，

特征值用来描述方阵，可看作从一个空间到自身的映射。奇异值可以描述长方阵或奇异

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

矩阵，可看作从一个空间到另一个空间的映射。奇异值和特征值是有关系的，奇异值就是矩阵 ***A***  ***A***T 的特征值的平方根。
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奇异值分解输入为样本数据，输出为左奇异矩阵，奇异值矩阵，右奇异矩阵，其步骤如下。

1. 计算特征值：特征值分解 ***AA***T ，其中 ***A***  **R***m**n* 为原始样本数据。

***AA***T  ***U*** * * T ***U*** T

得到左奇异矩阵***U***  **R***m**m* 和奇异值矩阵 **  **R***m**n* 。

1. 间接求部分右奇异矩阵：求***V***  **R***m**n* 。利用 ***A***  ***U*** ** ***V***  可得

***V***   (***U*** **  )1 ***A***  (** )1***U*** T ***A***

1. 返回 ***U***、*Σ'*、***V****'*，分别为左奇异矩阵、奇异值矩阵、右奇异矩阵。

在 MATLAB 中，提供了 svd 函数实现奇异值分解。函数的语法格式如下。

S = svd(A)：降序返回矩阵 A 的奇异值。

[U,S,V] = svd(A)：执行矩阵 A 的奇异值分解，因此 A = U×S×V'。

[ ] = svd(A,"econ")：使用上述任一输出参数组合生成 A 的精简分解。如果 A 是 m×n

矩阵，则：

① 如果 m > n，只计算 U 的前 n 列，S 是一个 n×n 矩阵；

② 如果 m = n，svd(A,"econ")，等效于 svd(A)；

③ 如果 m < n，只计算 V 的前 m 列，S 是一个 m×m 矩阵。

精简分解从奇异值的对角矩阵 S 中删除额外的零值行或列，以及 U 或 V 中与表达式 A= U×S×V' 中的那些零值相乘的列。删除这些零值和列可以缩短执行时间，并减少存储要求， 而且不会影响分解的准确性。

[ ] = svd(A,0) 为 m×n 矩阵 A 生成另一种精简分解：

① 如果 m > n，svd(A,0) 等效于 svd(A,"econ")；

② 如果 m <= n，svd(A,0) 等效于 svd(A)。

[ ] = svd( ,outputForm)：还可以指定奇异值的输出格式，可以将此选项与上述任一输入或输出参数组合一起使用。指定 vector 以列向量形式返回奇异值，或指定 matrix 以对角矩阵形式返回奇异值。

【例 3-5】求矩形矩阵 ***A*** 的奇异值分解。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| >> A = [1 2;  >> [U,S,V] = U = | 3 4; 5 6;  svd(A) | 7 8]; |  | % 奇异值分解 |
| -0.1525 | -0.8226 | -0.3945 | -0.3800 |  |
| -0.3499 | -0.4214 | 0.2428 | 0.8007 |  |
| -0.5474 | -0.0201 | 0.6979 | -0.4614 |  |
| -0.7448 | 0.3812 | -0.5462 | 0.0407 |  |
| S = |  |  |  |  |
| 14.2691 | 0 |  |  |  |
| 0 | 0.6268 |  |  |  |
| 0 | 0 |  |  |  |
| 0 | 0 |  |  |  |
| V = |  |  |  |  |
| -0.6414 | 0.7672 |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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|  |  |
| --- | --- |
| 1.0000 | 2.0000 |
| 3.0000 | 4.0000 |
| 5.0000 | 6.0000 |
| 7.0000 | 8.0000 |

# 最优化方法

-0.7672 -0.6414

>> % 在计算机精度范围内确认关系 A = U\*S\*V'

>> U\*S\*V'

ans =

在生活和工作中，人们对于同一个问题往往会提出多个解决方案，并通过各方面的论证从中提取最佳方案。最优化方法就是专门研究如何从多个方案中科学合理地提取出最佳方案的科学。由于优化问题无所不在，目前最优化方法的应用和研究已经深入生产和科研的各个领域。

## 无约束优化方法

本节介绍几种常用的无约束方法。

1. 梯度下降法

梯度下降法也叫作最速下降法，因为负梯度是函数局部下降最快的方向。

1. 梯度下降

梯度下降法的迭代格式为

*xk* 1  *xk*  *k* *f* (*xk* )

梯度下降法非常简单，只需要知道如何计算目标函数的梯度就可以写出迭代格式。因此，尽管在不少情况下，梯度下降法的收敛速度都很慢，但依然不影响它在工业界的广泛应用。

1. 随机梯度下降

*m*

在机器学习中，经常有 *f* (*x*)  *i* (*x*) ，其中 *i* (*x*) 是第*i* 个训练样本的损失函数。这时可

*i* 1

以使用随机梯度下降法，其迭代格式为

*xk* 1  *xk*  *k*  *r* (*xk* )

其中， *r* 1, 2,, *m* 为随机数。这种做法可以理解为随机选择一个训练样本，进行一次梯度下降的训练。

1. 共轭梯度法

由于每次都是沿着当前的负梯度方向逼近极小值，梯度下降法往往不能很快地收敛到极小值点。改进的方法是，在上一次梯度方向的共轭方向上进行迭代。其迭代的公式为

*xk* 1  *xk*  *k dk*

其中， *dk* 为迭代方向，它由如下公式确定。

*dk*   *f* (*xk* )  *k dk* 1

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

使用系数 *k* 借助上一次的迭代方向 *dk* 1 ，对迭代方向 *dk* 进行一个修正。 *k* 的表达式不止一种，常用的表达式如下：
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(*f* (*x* ))T (*f* (*x* )  *f* (*x* ))

**  *k k k* 1

*k*

1. 牛顿法

(*f* (*xk* 1

)T *d*

*k* 1 )

牛顿法和梯度法最大的区别是前者考虑了 Hessian 矩阵（记 *xk* 处的 Hessian 矩阵为

2 *f* (*x* ) ）。牛顿法的迭代格式为

*k*

*x*  *x*  ** (2 *f* (*x* ))1*f* (*x* )

*k* 1 *k k k k*

此处的步长** 有多种取法，此处步长取1。值得注意的是，虽然写作*d*  (2 *f* (*x* ))1*f* (*x* )， 但在计算 *d* 时，并不真正求逆，而是去求解线性方程组（2 *f* (*x* ))*d*  *f* (*x* ) 。

*k k k k*

*k k k k*

假设 *f* (*x*) 是一元函数，上式将变为

1. 牛顿法的局限

*xk* 1

 *xk*  **

*f* (*xk* )

*f* (*xk* )

牛顿法在计算上有一定局限性，主要表现在以下 3 方面。

1. 计算矩阵2 *f* (*x* ) 可能要花费很长时间。

*k*

1. 可能没有足够的内存去存储矩阵2 *f* (*x* ) 。

*k*

1. 2 *f* (*x* ) 不一定可逆，也就是(2 *f* (*x* ))1 不一定存在。

*k k*

因此一般只有当问题规模较小且 *f* (*xk* ) 是严格凸函数时，才会考虑牛顿法。在其他情形下使用牛顿法，都需要设法进行一些修正。

1. 拟牛顿法

牛顿法的局限性基本源于2 *f* (*x* ) 。在拟牛顿法中，不直接使用2 *f* (*x* ) ，而是使用 ***H***

*k k k*

近似代替。

在第一次迭代时，没有任何有效信息可以用于选取 ***H***0 ，因此一般直接取 ***H***0  ***I*** 。对于***H****k* 1 的 确 定 方 法 ， 分 别 用 BFGS（Brotden-Fletcher Goldfard Shanno） 和 DFP（Davidon Fletcher Powell）公式给出。

1. BFGS 公式为

 ***s y***T  

***y s***T 

***s y***T

***H****k* 1

 

 ***I***  *k k* ***H***

***y***T ***s*** *k*

 ***I***  *k k*   *k k*

***y***T ***s y***T ***s***

1. DFP 公式为

 *k k*  

***s s***T

 

*k k*  *k k*

***H y y***T ***H*** T

***H****k* 1

 ***H****k*

*k k k k k k*

T T T

***s y y H y***

*k k k k k*

于是拟牛顿法的迭代公式变为

*xk* 1  *xk*  *k* ***H****k* *f* (*xk* )

步长*k* 可以使用某种线搜索方法进行确定。拟牛顿法很好地解决了 Hessian 矩阵的计算问题，但是仍然没有解决存储问题。一个很好的解决办法是有限内存 BFGS 方法。这里不做进一步的介绍。

找到局部最小值。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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第 3 章 数学基础知识

1. 无约束优化实现

在 MATLAB 中，提供了相关函数用于实现无约束优化算法，下面对相关函数进行介绍。

1. fminunc 函数。

在 MATLAB 中，提供了 fminunc 函数用于求无约束多变量函数的最小值，即求以下问题的最小值：

min *f* ( ***x***)

*x**Rn*

其中， *f* ( ***x***) 为返回标量的函数， ***x*** 为向量或矩阵。函数的语法格式为：

x = fminunc(fun,x0)：在点 x0 处开始并尝试求 fun 中描述的函数的局部最小值 x。点 x0

可以是标量、向量或矩阵。

x = fminunc(fun,x0,options)：使用 options 中指定的优化选项最小化 fun。使用 optimoptions

可设置这些选项。

x = fminunc(problem)：求 problem 的最小值，它是 problem 中所述的一个结构体。[x,fval] = fminunc( )：对上述任何语法，返回目标函数 fun 在解 x 处的值。[x,fval,exitﬂag,output] = fminunc( )：返回描述 fminunc 的退出条件的值 exitﬂag，以及

提供优化过程信息的结构体 output。

[x,fval,exitﬂag,output,grad,hessian] = fminunc( )：返回 grad - fun 在解 x 处的梯度。

*x* 2

2

【例 3-6】求非线性函数 *f* (*x*)  *x* e *x* 2  的最小值，并检测求解过程。

2

1 20

实现的 MATLAB 代码为：

>> clear all;

% 设置选项以获取迭代输出并使用 'quasi-newton' 算法

options = optimoptions(@fminunc,'Display','iter','Algorithm', 'quasi-newton');

fun = @(x)x(1)\*exp(-(x(1)^2 + x(2)^2)) + (x(1)^2 + x(2)^2)/20;

% 定义目标函数为

fun = @(x)x(1)\*exp(-(x(1)^2 + x(2)^2)) + (x(1)^2 + x(2)^2)/20;

% 在 x0=[1,2] 处开始最小化，并获取检查求解质量和过程的输出

x0 = [1,2];

[x,fval,exitﬂag,output] = fminunc(fun,x0,options)

运行程序，输出如下：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Iteration | Func-count | f(x) | Step-size | First-order optimality |
| 0 | 3 | 0.256738 |  | 0.173 |
| 1 | 6 | 0.222149 | 1 | 0.131 |
| 2 | 9 | 0.15717 | 1 | 0.158 |
| 3 | 18 | -0.227902 | 0.438133 | 0.386 |
| 4 | 21 | -0.299271 | 1 | 0.46 |
| 5 | 30 | -0.404028 | 0.102071 | 0.0458 |
| 6 | 33 | -0.404868 | 1 | 0.0296 |
| 7 | 36 | -0.405236 | 1 | 0.00119 |
| 8 | 39 | -0.405237 | 1 | 0.000252 |
| 9 | 42 | -0.405237 | 1 | 7.97e-07 |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

优化已完成，因为梯度大小小于

最优性容差的值。

< 停止条件详细信息 >

x =

-0.6691 0.0000

fval =

-0.4052

exitﬂag =

1

output =

包含以下字段的 struct:

iterations: 9

funcCount: 42 stepsize: 2.9343e-04

lssteplength: 1

ﬁrstorderopt: 7.9721e-07

algorithm: 'quasi-newton' message: ' 找到局部最小值。

【例 3-7】（产销量的最佳安排）某工厂生产一种产品，有甲、乙两个牌号，讨论在产销平衡的情况下怎样确定各自的产量，使总利润最大。所谓产销平衡是指工厂的产量等于市场上的销量。其中， *f* (*x*1, *x*2 ) 为总利润；*p*1、*q*1、*x*1 分别表示甲的价格、成本、销量；*p*2、*q*2、*x*2 分别表示乙的价格、成本、销量；*aij*、*bi*、*λi*、*ci*(*i*,*j*=1,2) 为待定系数。根据大量的统计数据， 求出系数：

*b*1  100， *a*11  1， *a*12  0.1； *b*2  280， *a*21  0.2， *a*22  2

*r*1  30， **1  0.015， *c*1  20； *r*2  100， **2  0.02， *c*2  30

将问题转换为无约束优化问题，求甲、乙两个牌号的产量 *x*1、*x*2，使总利润 *f* 最大。

解：将问题转换为求以下函数的极大值：

*f*1  (*b*1  *a*11 *x*1 )*x*1  (*b*2  *a*22 *x*2 )*x*2

显然，其解为 *x*1 

*b*1

2*a*11

 50 ， *x*2

 *b*2

2*a*22

 70 ，把它作为原问题的初始值。

根据需要，建立描述目标函数的 M 文件，代码为：

function f=objfun(x)

f1=((110-x(1)-0.1\*x(2))-(30\*exp(-0.015\*x(1))+20))\*x(1);

f2=((280-0.2\*x(1)-2\*x(2))-(100\*exp(-0.025\*x(2))+30))\*x(2);

f=-f1-f2;
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调用 fminunc 求解该最优化问题，设定初始点为 [50,70]，代码为：

>> clear all; x0=[50,70];

[x,fval,exitﬂag]=fminunc(@objfun,x0)

运行程序，输出如下：

x =

30.3310 63.2125

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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fval =

-7.1672e+03

exitﬂag =

1

1. fminsearch 函数。

MATLAB 中求解无约束优化问题还可以调用 fminsearch 函数，该函数与 fminunc 函数不同，因为 fminsearch 进行寻优的算法基于不使用梯度的单纯形法，其应用范围是无约束的多维非线性规划问题。函数 fminsearch 的调用格式如下。

x = fminsearch(fun,x0)：在点 x0 处开始并尝试求 fun 中描述的函数的局部最小值 x。

x = fminsearch(fun,x0,options)：使用结构体 options 中指定的优化选项求最小值，使用

optimset 可设置这些选项。

x = fminsearch(problem)：求 problem 的最小值，其中 problem 是一个结构体。

[x,fval] = fminsearch( )：对任何上述输入语法，在 fval 中返回目标函数 fun 在解 x 处的值。

[x,fval,exitﬂag] = fminsearch( )：返回描述退出条件的值 exitﬂag。[x,fval,exitﬂag,output] = fminsearch( )：返回结构体 output 以及有关优化过程的信息。

【例 3-8】假设在以下 Rosenbrock 类型函数中有一个参数 *a* ：

*f* (*x*, *a*)  100(*x*  *x*2 )2  (*a*  *x* )2

此函数在 *x*1

 *a* 、 *x*2

2 1 1

 *a*2 处具有最小值 0。假设 *a*  3 ，可以通过创建匿名函数将该参数

包含在目标函数中。

>> % 创建目标函数并将其额外形参作为额外实参

f = @(x,a)100\*(x(2) - x(1)^2)^2 + (a-x(1))^2;

% 将参数放在 MATLAB 工作区中

a = 3;

% 单独创建包含参数的工作区值的 x 的匿名函数

fun = @(x)f(x,a);

% 在 x0 = [-1,1.9] 处开始解算该问题

x0 = [-1,1.9];

x = fminsearch(fun,x0)

运行程序，输出如下：

x =

3.0000

9.0000

1. fgoalattain 函数。

在运筹学中，多目标规划问题属于比较复杂的一类优化问题，通常没有固定的求解算法， 而且对于求解结果，不容易评价其优化性能。

多目标优化问题的处理方法包括以下 4 种。

① 约束法：确定目标函数的取值范围后，将其转换成约束条件。

② 权重法：为每个目标函数分配一定的权重进行加和，将其转换为单目标优化问题。权重法包括固定权重法、适应性权重法与随机权重法。

③ 目标规划法：通过引入目标函数极值和目标的正偏差与负偏差，将求目标函数的极值

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

问题转换为所有目标函数与对应的目标偏差的最小值问题，进行目标规划求解。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAvQAAAFBCAMAAAAv7ct/AAADAFBMVEX////9/f38/Pz6+/v5+fr4+Pn39/j29vf19vb09fXz9PTz8/Py8vPx8fLw8fHv8PDu7/Dt7u/t7e7s7e3r7Ozq6+zp6uvo6ero6Onn6Ojm5+jl5ufk5ebj5OXj5OXi4+Th4uPg4eLf4OHe4OHe3+Dd3t/c3d7b3N7a3N3Z29zZ2tvY2drX2NrW19nV19jU1tfU1dfT1NbS09XR09TQ0tPP0dPP0NLOz9HNz9DMztDLzc/KzM7Ky83Jy8zIyszHycvGyMrFx8nFxsjExsjDxcfCxMbBw8XAwsTAwsS/wcO+wMK9v8G8vsC7vcC7vb+6vL65u724ury3uby2uLu2uLq1t7m0triztbiytLeytLaxs7WwsrSvsbSusLOtsLKtr7GsrrCrrbCqrK+prK6pq62oqq2nqaymqKulqKqlp6mkpqmjpaiipKehpKaho6WgoqWfoaSeoKOeoKKdn6GcnqGbnaCanZ+anJ6Zm56Ymp2XmZyXmZuWmJuVl5qUlpmUlpiTlZiSlJeRk5aRk5WQkpWPkZSOkJOOkJKNj5GMjpGLjZCLjY+KjI6Ji46Iio2IioyHiYuGiIuFh4qFh4mEhoiDhYiChIeCg4aBg4WAgoV/gYR/gIN+gIJ9f4J8foF8fYB7fX96fH96e355en14enx3eXt3eHt2d3p1d3l0dnh0dXhzdHdydHZxc3VwcnRwcXRvcHNucHJtb3FsbnBsbXBrbG9qa25pa21pamxoaWtnaGtmZ2plZ2lkZmhkZWdjZGZiY2VhYmVgYWRgYWNfYGJeX2FdXmBcXV9bXF9bXF5aW11ZWlxYWVtXWFpWV1lVVlhUVVdTVFZTU1VSUlRRUVNQUFJPT1FOTlBNTU9MTE5LS01KSkxJSUtISEpIR0lHR0hGRkdFRUZEREVDQ0RCQkNBQUJAQEE/PkA+PT89PD48Ozw6OTs5ODk4Nzg3NTc2NDU0MzQzMTMyMDExLzAwLS4uLC0tKiwsKSorKCkqJygoJSYnJCUmIyQlIiIkICEjHyADXOIUAAAAAWJLR0QAiAUdSAAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAQJJREFUeJztwQENAAAAwqD3T20PBxQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAtwa1YgABg+j9MgAAAABJRU5ErkJggg==)![](data:image/png;base64,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)

52

MATLAB 机器学习

④ 现代化人工智能算法：该算法包括遗传算法、粒子群算法等，利用这些算法直接进行多目标优化。

多目标规划问题的数学模型为

min *F* ( ***x***)  **weight**.* İ* **goal**

*x*,**

*c*( ***x***) *İ* 0

ceq( ***x***)  0



s.t.**A*x*** *İ* ***b***

**Aeq**.***x***  **beq**



**lb *İ x*** *İ* **ub**

其中，**weight**、**goal**、***b*** 和 **beq** 是向量，***A*** 和 **Aeq** 是矩阵，*F*(***x***)、*c*(***x***) 和 ceq(***x***) 是返回向量的函数。

*F*(***x***)、*c*(***x***) 和 ceq(***x***) 可以是非线性函数，***x***、**lb** 和 **ub** 可以作为向量或矩阵传递。

MATLAB 优化工具箱提供了 fgoalattain 函数用于求解多目标规划问题。函数的语法格式如下。

x = fgoalattain(fun,x0,goal,weight)：尝试从 x0 开始，用 weight 指定的权重更改 x，使 fun

提供的目标函数达到 goal 指定的目标。

x = fgoalattain(fun,x0,goal,weight,A,b)：求解满足不等式 Ax ≤ b 的目标达到问题。

x = fgoalattain(fun,x0,goal,weight,A,b,Aeq,beq)：求解满足等式 Aeqx = beq 的目标达到问题。如果不存在不等式，则设置 A = [] 和 b = []。

x = fgoalattain(fun,x0,goal,weight,A,b,Aeq,beq,lb,ub)：求解满足边界 lb ≤ x ≤ ub 的目标达到问题。如果不存在等式，需设置 Aeq = [] 和 beq = []。如果 x(i) 无下界，则设置 lb(i) =

-Inf；如果 x(i) 无上界，则设置 ub(i) = Inf。

x = fgoalattain(fun,x0,goal,weight,A,b,Aeq,beq,lb,ub,nonlcon)：求解满足 nonlcon 所定义的非线性不等式 c(x) 或等式 ceq(x) 的目标达到问题。fgoalattain 进行优化，以满足 c(x) ≤ 0 和ceq(x) = 0。如果不存在边界，则设置 lb = [] 和 ub = []。

x = fgoalattain(fun,x0,goal,weight,A,b,Aeq,beq,lb,ub,nonlcon,options)：使用 options 所指定的优化选项求解目标达到问题。使用 optimoptions 可设置这些选项。

x = fgoalattain(problem)：求解 problem 所指定的目标达到问题，它是 problem 中所述的一个结构体。

[x,fval] = fgoalattain( )：对上述任何语法，返回目标函数 fun 在解 x 处计算的值。

[x,fval,attainfactor,exitﬂag,output] = fgoalattain( )：返回在解 x 处的达到因子、描述

fgoalattain 退出条件的值 exitﬂag，以及包含优化过程信息的结构体 output。

[x,fval,attainfactor,exitﬂag,output,lambda] = fgoalattain( )：返回结构体 lambda，其字段包含在解 x 处的拉格朗日乘子。

 2 

【例 3-9】利用 fgoalattain 函数求目标函数 *F* (*x*)  



5 



*x*  *p*1 *x*  *p*2 4

2 



2  的最优值。





此外， *p*1 =[2,3]，且 *p*2 =[4,1]，目标是 [3,6]，权重是 [1,1]，边界是0*İx*1*İ*3、2*İx*2*İ* 5。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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>> % 创建目标函数、目标和权重

p\_1 = [2,3];

p\_2 = [4,1];

fun = @(x)[2 + norm(x-p\_1)^2;5 + norm(x-p\_2)^2/4]; goal = [3,6];

weight = [1,1];

% 创建边界

lb = [0,2];

ub = [3,5];

% 将初始点设置为 [1,4]，并求解目标达到问题x0 = [1,4];

A = []; % 无线性约束

b = [];

Aeq = [];

beq = [];

x = fgoalattain(fun,x0,goal,weight,A,b,Aeq,beq,lb,ub) x =

2.6667 2.3333

% 计算 F(x) 在解处的值

>> fun(x) ans =

2.8889

5.8889

从结果可看出，fgoalattain 超出满足目标。由于权重相等，求解器结果溢出每个目标的量是相同的。

## 约束优化与 KKT 条件

约束条件分为等式约束与不等式约束，对于等式约束的优化问题，可以直接应用拉格朗日乘子法去求取最优值；对于含有不等式约束的优化问题，可以转换为在满足 KKT 约束条件下应用拉格朗日乘子法求解。

1. 等式约束优化

首先考虑一个不带任何约束的优化问题，对于变量 *x*  *RN* 的函数 *f* (*x*) ，无约束优化问

题为

min *f* (*x*)

*x*

当目标函数加上约束条件后，问题就变成：

min *f* (*x*)

*x*

s.t. *hi* (*x*)  0，*i*  1, 2,, *m*

约束条件会将解的范围限定在一个可行域，此时不一定能找到使*x f* (*x*) 为 0 的点，只需找到在可行域内使 *f* (*x*) 最小的值即可，常用的方法即为拉格朗日乘子法，构建为

*m*

*L*(*x*,** )  *f* (*x*)  *i hi* (*x*)

*i* 1

求解方法为：先用拉格朗日乘子法求** 与 *x* ：

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

*x L*(*x*,** )  0
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 *L*(*x*,** )  0

 **

令导数为 0，求得 *x* 、** 的值后，将 *x* 代入 *f* (*x*) 即为在约束条件 *hi* (*x*) 下的可行解。

1. 不等式约束优化

当约束加上不等式后，情况变得更加复杂，先来看一个简单情况，给定如下不等式约束问题：

min *f* (*x*)

*x*

对应的拉格朗日乘子为

s.t.

*g*(*x*) ≤ 0

*L*(*x*, **)  *f* (*x*)  * g*(*x*)

这时的可行解必须在约束区域 *g*(*x*) 内。对于不等式约束，只要满足一定的条件，依然可以使用拉格朗日乘子法解决，这里的条件便是 KKT 条件。

给出形式化的 KKT 条件不等式约束优化问题：

min *f* (*x*)

*x*

s.t.

*hi* (*x*)  0*ˈi*  1, 2,, *m g j* (*x*) *İ* 0*ˈj*  1, 2,, *n*

列出拉格朗日乘子得到无约束优化问题：

*m n*

*L*(*x*,** , ** )  *f* (*x*)  *i hi* (*x*)   *i gi* (*x*)

*i* 1 *j* 1

加上不等式约束后可行解 *x* 需要满足的就是以下的 KKT 条件：

*x L*(*x*,** , ** )  0

** *j g j* (*x*)  0*ˈj*  1, 2,, *n hi* (*x*)  0*ˈi*  1, 2,, *m*

*g j* (*x*)*İ*0*ˈj*  1, 2,, *n*

** *j ı*0*ˈj*  1, 2,, *n*

满足 KKT 条件后极小化拉格朗日即可得到在不等式约束条件下的可行解。

3．约束优化的实现

在 MATLAB 中，提供了相关函数用于求解约束优化问题，下面对相应函数进行介绍。

（1）linprog 函数。

linprog 函数用于求解以下非线性规划问题

min ***f*** T ***x***

***x***

s.t.

 ***A***  ***x****İ****b***

**Aeq**  ***x***  **beq**



**lb***İ* ***x****İ***ub**



其中，***f***、***x***、***b***、**beq**、**lb** 和 **ub** 是向量，**A** 和 **Aeq** 是矩阵。

linprog 函数的语法格式如下。

x = linprog(f,A,b)：求解 min f*'*x，满足 Ax ≤ b。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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第 3 章 数学基础知识

x = linprog(f,A,b,Aeq,beq)：包括等式约束 Aeq·x = beq。如果不存在不等式，需设置 A= []

和 b = []。

x = linprog(f,A,b,Aeq,beq,lb,ub)：定义设计变量 x 的一组下界和上界，使解 x 始终在 [lb, ub] 上。如果不存在等式，需设置 Aeq = [] 和 beq = []。

x = linprog(f,A,b,Aeq,beq,lb,ub,options)：使用 options 所指定的优化选项执行最小化。

x = linprog(problem)：求 problem 的最小值，它是 problem 中所述的一个结构体。

可以使用 mpsread 从 MPS 文件中导入 problem 结构体。还可以使用 prob2struct 从

OptimizationProblem 对象创建 problem 结构体。

对于任何输入参数，[x,fval] = linprog(\_\_\_) 返回目标函数 fun 在解 x 处的值：fval = f*'*x。

[x,fval,exitﬂag,output] = linprog(\_\_\_)：返回说明退出条件的值 exitﬂag，以及包含优化过程信息的结构体 output。

[x,fval,exitﬂag,output,lambda] = linprog(\_\_\_)：返回结构体 lambda，其字段包含在解 x 处的拉格朗日乘子。

【例 3-10】求解具有线性不等式、线性等式和边界的简单线性规划。线性不等式约束为

*x*(1)  *x*(2) ≤ 2

*x*(1)  *x*(2) / 4 ≤1

*x*(1)  *x*(2) ≤ 2

*x*(1) / 4  *x*(2) ≤1

*x*(1)  *x*(2) ≤ 1

*x*(1)  *x*(2) ≤ 2

利用 linprog 函数求解的代码为：

>> clear all;

A = [1 1; 1 1/4; 1 -1; -1/4 -1; -1 -1; -1 1];

b = [2 1 2 1 -1 2];

% 使用线性等式约束 x(1)+x(2)/4=1/2 Aeq = [1 1/4];

beq = 1/2;

% 设置以下边界：-1 ≤ x(1) ≤ 1.5、-0.5 ≤ x(2) ≤ 1.25 lb = [-1,-0.5];

ub = [1.5,1.25];

% 使用目标函数 -x(1)-x(2)/3

f = [-1 -1/3];

% 求解线性规划

x = linprog(f,A,b,Aeq,beq,lb,ub)

运行程序，输出如下：

找到最优解。

x =

0.1875

1.2500

【例 3-11】（连续投资问题）某机构现在拥有资本 205 万元，为了获取更大的收益，该机构决定将这 205 万元进行投资，有 4 个方案可供选择，投资的方式为每年年初将机构持有的所有资本都用于投资。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

方案 1：从第 1 年到第 4 年的每年年初都需要投资，次年年末收回本利 1.15 万元。
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方案 2：第 3 年年初投资，到第 5 年年末收回本利 1.25 万元，最大投资额为 82 万元。

方案 3：第 2 年年初投资，到第 5 年年末收到本利 1.45 万元，最大投资额为 62 万元。方案 4：每年年初投资，每年年末收回本利 1.06 万元。

则应该采用哪种投资组合策略，使得该机构 5 年年末的总资本最大？ 根据题意，得到该线性规划问题的数学描述为

max *f*  1.25*x*23 1.45*x*32 1.15*x*41 1.06*x*54

*x*11  *x*14  205



1.06*x*14  *x*21  *x*23  *x*24  0

1.15*x* 1.06*x*  *x*  *x*  *x*  0

 11 24 31 32 34

s.t.1.15*x*21 1.06*x*34  *x*41  *x*4  0

1.15*x* 1.06*x*  *x*  0

 31 44 54

*x*23 *İ* 62, *x*32 *İ* 82



*x*

 *ijı*0

(*i*  1, 2,, 5; *j*  1, 2, 3, 4)

将目标函数转换为极小值，取目标函数中设计变量的相反数。

min *f*  1.25*x*23 1.45*x*32 1.15*x*41 1.06*x*54

其实现的 MATLAB 代码为：

>> clear all;

c=[0 0 0 -1.45 0 0 -1.25 0 -1.15 0 -1.06]'; % 目标函数

% 线性等式约束

Aeq=[1 1 0 0 0 0 0 0 0 0 0;0 1.06 -1 -1 -1 0 0 0 0 0 0;...

1.15 0 0 0 1.06 -1 -1 -1 0 0 0;0 0 1.15 0 0 0 0 1.06 -1 -1 0;...

0 0 0 0 0 1.15 0 0 0 1.06 -1];

beq=[205 0 0 0 0]';

% 设计变量的边界约束

lb=[0 0 0 0 0 0 0 0 0 0 0]';

ub=[inf inf inf 62 inf inf 82 inf inf inf inf]';

% 求最优解 x 和目标函数值 fval，由于无不等式约束，因此设置 A=[],b=[]

[x,fval,exitﬂag]=linprog(c,[],[],Aeq,beq,lb,ub)

运行程序，输出如下：

Optimization terminated. x =

125.8922

79.1078

21.8542

62.0000

0.0000

35.0855

82.0000

27.6906

54.4844

0.0000

40.3483

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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fval =

-297.8262

exitﬂag =

1

（2）fminbnd 函数。

fminbnd 函数用于查找单变量函数在指定区间上的最小值，如求以下条件指定的问题的最小值：

min *f* (*x*)

*x*

s.t. *x*1  *x*  *x*2

其中， *x* 、 *x*1 和 *x*2 是有限标量， *f* (*x*) 为目标函数。

fminbnd 函数的语法格式如下。

x = fminbnd(fun,x1,x2)：返回一个值 x，该值是 fun 中描述的标量值函数在区间 (x1, x2) 中的局部最小值。

x = fminbnd(fun,x1,x2,options)：使用 options 中指定的优化选项执行最小化计算。使用

optimset 可设置这些选项。

x = fminbnd(problem)：求 problem 的最小值，其中 problem 是一个结构体。

对于任何输入参数，[x,fval] = fminbnd( ) 返回目标函数在 fun 的解 x 处计算出的值。

[x,fval,exitﬂag] = fminbnd( )：返回描述退出条件的值 exitﬂag。[x,fval,exitﬂag,output] = fminbnd( )：返回一个包含有关优化的信息的结构体 output。

【例 3-12】求sin(*x*) 函数在 (0, 2π) 内的最小值的点。

>> fun = @sin; x1 = 0;

x2 = 2\*pi;

x = fminbnd(fun,x1,x2) x =

4.7124

>> % 为了显示精度，此值与正确值 x=3π/2 相同

3\*pi/2 ans =

4.7124

## 二次规划

二次规划是非线性规划中的一类特殊数学规划问题，在很多方面有应用，如投资组合、约束最小二乘问题的求解、序列二次规划、非线性优化问题等。

二次规划的标准形式为

min *f* ( ***x***)  1 ***x***T ***Hx***  ***c***T ***x***

2

s.t. ***Ax*** ≥ *b*

其中，***H*** 是 Hessian 矩阵，***c***，***x*** 和 ***A*** 都是 **R** 中的向量。如果 Hessian 矩阵是半正定的，则称该规划是一个凸二次规划，在这种情况下，该问题的困难程度类似于线性规划。如果至少有一个向量满足约束并且在可行域有下界，则凸二次规划问题就有一个全局最小值。如

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

果是正定的，则这类二次规划为严格的凸二次规划，那么全局最小值就是唯一的。如果是一个不定矩阵，则为非凸二次规划，这类二次规划更有挑战性，因为它们有多个平稳点和局部极小值点。
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在 MATLAB 中，提供了 quadprog 函数求由下式指定的问题的最小值

min 1 ***Hx***  ***f*** T ***x***

*x*

s.t.

2

 ***A****e****x****İ****b***

**Aeq***e****x***  **beq**



**lb***İ****x****İ***ub**



***H***、***A*** 和 **Aeq** 是矩阵，***f***、***b***、**beq**、**lb**、**ub** 和 ***x*** 是向量。可以将 ***f***、**lb** 和 **ub** 作为向量或矩阵进行传递。

quadprog 函数的语法格式如下。

x = quadprog(H,f)：返回使 1/2x*'*Hx + f*'*x 最小的向量 x。要使问题具有有限最小值，输入数据 H 必须为正定矩阵，如果 H 是正定矩阵，则解 x = H\(-f)。

x = quadprog(H,f,A,b)：在 Ax ≤ b 的条件下求 1/2x*'*Hx + f*'*x 的最小值。输入数据 A 是由双精度值组成的矩阵，b 是由双精度值组成的向量。

x = quadprog(H,f,A,b,Aeq,beq)：在满足 Aeq·x = beq 的限制条件下求解上述问题。Aeq 是由双精度值组成的矩阵，beq 是由双精度值组成的向量。如果不存在不等式，则设置 A =[] 和 b = []。

x = quadprog(H,f,A,b,Aeq,beq,lb,ub)：在满足 lb ≤ x ≤ ub 的限制条件下求解上述问题。输入数据 lb 和 ub 是由双精度值组成的向量，这些限制适用于每个 x 分量。如果不存在等式， 需设置 Aeq = [] 和 beq = []。

x = quadprog(H,f,A,b,Aeq,beq,lb,ub,x0)：从向量 x0 开始求解上述问题。如果不存在边界， 需设置 lb = [] 和 ub =[]。

x = quadprog(H,f,A,b,Aeq,beq,lb,ub,x0,options)：使用 options 中指定的优化选项求解上述问题。

x = quadprog(problem)：返回 problem 的最小值，它是 problem 中所述的一个结构体。使用圆点表示法或 struct 函数创建 problem 结构体。或者，使用 prob2struct 从 OptimizationProblem 对象创建 problem 结构体。

对于任何输入变量，[x,fval] = quadprog( )：还会返回 fval，即在 x 处的目标函数值

fval = 0.5x*'*Hx + f*'*x。

[x,fval,exitﬂag,output] = quadprog( )：返回 exitﬂag（描述 quadprog 退出条件的整数） 及 output（包含有关优化信息的结构体）。

[x,fval,exitﬂag,output,lambda] = quadprog( )：返回 lambda 结构体，其字段包含在解 x

处的拉格朗日乘子。

[wsout,fval,exitflag,output,lambda] = quadprog(H,f,A,b,Aeq,beq,lb,ub,ws)： 使 用 ws 中的选项，从热启动对象 ws 中的数据启动 quadprog。返回的参数 wsout 包含 wsout.X 中的节点。在后续求解器调用中将 wsout 作为初始热启动对象，使用 quadprog 函数可以提高运行速度。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |
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【例 3-13】求解如下二次规划问题。

*f* (*x*)  1 *x*2  *x*2  *x x*  2*x*  6*x*

2 1 2 1 2 1 2

*x*1  *x*2 *İ*2

*x*  2*x İ* 2

 1 2

s.t.

2*x*1  *x*2 *İ*3

*x*1, *x*2 ≥0

将目标函数转换为标准形式：

*f* (*x*)  1 (*x* , *x* )  1

1 *x*1   (2, 6)  *x*1 

2 1 2

 1 2  *x*

  *x* 

其实现的 MATLAB 代码如下：

 

2   2 

>> clear all;

H = [1 -1; -1 2];

f = [-2; -6];

A = [1 1; -1 2; 2 1];

b = [2; 2; 3];

lb = zeros(2,1);

[x,fval,exitﬂag,output,lambda] =quadprog(H,f,A,b,[],[],lb)

运行程序，输出如下：

Optimization terminated. x =

0.6667

1.3333

fval = -8.2222

exitﬂag = 1

output =

iterations: 3 constrviolation: 1.1102e-016

algorithm: 'medium-scale: active-set'

ﬁrstorderopt: []

cgiterations: []

message: 'Optimization terminated.'

lambda =

lower: [2x1 double] upper: [2x1 double] eqlin: [0x1 double] ineqlin: [3x1 double]