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Reading & Translating

Section A: Reasoning with Uncertainty

1. Introduction

Though there are various types of uncertainty in various aspects of a reasoning
system,the “reasoning with uncertainty” (or “reasoning under uncertainty” ) research in
Al has been focused on the uncertainty of truth value,that is,to allow and process truth
values other than “true” and “false” .

Generally speaking, to develop a system that reasons with uncertainty means to
provide the following:

* a semantic explanation about the origin and nature of the uncertainty

* a way to represent uncertainty in a formal language

* a set of inference rules that derive uncertain (though well-justified) conclusions

* an efficient memory-control mechanism for uncertainty management
2. Non-monotonic logics

A reasoning system is monotonic if the truthfulness of a conclusion does not change
when new information is added to the system—the set of theorem can only monotonically
grows when new axioms are added. In contrast, in a system doing non-monotonic
reasoning the set of conclusions may either grow or shrink when new information is
obtained.

Non-monotonic logics are used to formalize plausible reasoning, such as the
following inference step:

Birds typically fly.

Tweety is a bird.

Tweety (presumably) flies.

Such reasoning is characteristic of commonsense reasoning, where default rules are
applied when case-specific information is not available.

The conclusion of non-monotonic argument may turn out to be wrong. For example,
if Tweety is a penguin, it is incorrect to conclude that Tweety flies. Non-monotonic
reasoning often requires jumping to a conclusion and subsequently retracting that
conclusion as further information becomes available.

All systems of non-monotonic reasoning are concerned with the issue of consistency.
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Inconsistency is resolved by removing the relevant conclusion (s) derived previously by
default rules. Simply speaking, the truth value of propositions in a non-monotonic logic
can be classified into the following types:

» facts that are definitely true,such as “Tweety is a bird”

* default rules that are normally true,such as “Birds fly”

* tentative conclusions that are presumably true,such as “Tweety flies”

When an inconsistency is recognized, only the truth value of the last type is
changed.

Revising a knowledge base often follows the principle of minimal change: one
conserves as much information as possible.

One approach towards this problem is truth maintenance system, in which a
“justification ” for each proposition is stored, so that when some propositions are
rejected,some others may need to be removed,too.

Major problems in these approaches:

+ conflicts in defaults,such as in the “Nixon Diamond” ™

* computational expense: to maintain the consistency in a huge knowledge base is

hard,if not impossible

3. Probabilistic reasoning

Basic idea: to use probability theory to represent and process uncertainty. In probabilistic
reasoning,the truth value of a proposition is extended from {0,1} to [0,1],with binary
logic as its special case.

Justification: though no conclusion is absolutely true, the one with the highest
probability is preferred. Under certain assumptions, probability theory gives the optimum
solutions.

To extend the basic Boolean connectives to probability functions:

* negation: P(C7A)=1-P(A)

e conjunction; PCAAB) = P(A) * P(B) if A and B are independent of each other

 disjunction: P(AV B) =P(A) + P(B) if A and B never happen at the same time

Furthermore.the conditional probability of B given A is P(B|A) = P(BA A)/P(A),
from which Bayes’ Theorem is derived,and it is often used to update a system’s belief
according to new information: P(H|E) = P(E|H) * P(H)/P(E).

Bayesian Networks are directed acyclic graphs in which the nodes represent variables
of interest and the links represent informational or causal dependencies among the variables.
The strength of dependency is represented by conditional probabilities. Compared to
other approaches of probabilistic reasoning, Bayesian network (Figure 3-1) is more
efficient,though its actual computational cost is still high for complicated problems.

Challenges to probabilistic approaches:

* unknown probability values
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Bayesian Network Motivation

* We want a representation and reasoning system that is
based on conditional (and marginal)independence
- Compact yet expressive representation
- Efficient reasoning procedures

* Bayesian(Belief) Networks are such a representation

- Named after thomas Bayes(ca. 1702—1761)

- Term coined in 1985 by Judea Pearl(1936—)

- Their invention changed the primary focus of Al from logic to
probability

(= Pearl just received

the ACM Turing Award
(widely considered the

~ "Nobel Prize in Computing”)
~for his contributions to
Artificial Intelligence!

|

‘.r-ho-mas Bé;e; Judea Pearl

Figure 3-1 Bayesian Network

* inconsistent probability assignments
* computational expense

Considering the uncertainty in probability judgments, some people go further to
study imprecise probability.

4. Fuzzy logic

Fuzzy logic is a generalization of classical logic, and reflects the imprecision of
human language and reasoning.

Examples of fuzzy concepts: “young” , “furniture” ,“most” ,“cloudy” ,and so on.

According to fuzzy logic, whether an instance belongs to a concept is usually not a
matter of “yes/no” ,but a matter of degree. Fuzzy logic uses a degree of membership,
which is a real number in [0,1].

A major difference between this number and probability is: the uncertainty in fuzzy
concepts usually does not get reduced with the coming of new information. Compare the
following two cases:

* I'm afraid that tomorrow will be cloudy,so let’s take the picture today.

* I’'m not sure whether the current weather should be classified as “cloudy” or not.

Basic fuzzy operators:

* negation: M(C7A)=1-M(A).

* conjunction: M(AAB) =min{M(A),M(B)}.

+ disjunction: M(AV B) = max{M(A),M(B)}.

Typically,in building a fuzzy system,the designer needs to provide all membership
functions included in it, by considering how the concepts are used by average people. Most
successful applications of fuzzy logic so far are in fuzzy control systems, where expert
knowledge is coded into fuzzy rules.

Challenges to fuzzy approaches:

* degree of membership is often context dependent
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* general-purpose fuzzy rules are hard to get

5. Truth-value as evidential support

This approach is taken in the NARS project,an intelligent reasoning system.

The basic idea is to see the truth-value of a statement as measuring the evidential
support the statement gets from the system’s experience. Such a truth-value consists of
two factors: frequency (the proportion of positive evidence among available evidence)
and confidence (the proportion of currently available evidence among all evidence at a

near future).

This approach attempts to uniformly represent various types of uncertainty.

. Words

well-justified &2 4 retractl ri'trekt] v. B K=, % =
monotonic[ mona(u) ’tonik ] ad;j. 3 E &, proposition[ ipropa'zifn] n. 4 ‘
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theorem[ 'iorom | n. 2 #, R )
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: 2’ e disjunction[ dis'dzank/n] n. # .5 &

. ., Phrases
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formal language 7% X% =2
be concerned with # &
acyclic graph 3dF#A3R H

average people EHil A, —fKA

. . »Abbreviations

NARS Non-Axiomatic Reasoning System 3 AN IEH £ 4%

. Notes

[1] Jes#rz2TE (Nixon Diamond) J& AL 45 37 J@ A St #35 , Hig g iR (CEED
A AR B B LSBT, FoNE mis BRI fs i A RB A SN A
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. . Exercises

|I. Read the following statements carefully.and decide whether they are true (T) or
false (F) according to the text.
1. The conclusion of non-monotonic argument is always true.
. Probabilistic reasoning is more efficient than Bayesian network.

2
3. Conlflicts in the “Nixon Diamond” is an example of conflicts in defaults.
4. Inconsistent probability assignments is one of the challenges to probabilistic
approaches.
5. That general-purpose fuzzy rules are hard to get is one of the challenges to
fuzzy approaches.
Il. Choose the best answer to each of the following questions according to the text.
1. When was Thomas Bayes born? ( )
A. In 1936
B. In 1702
C. In 1761

D. In 1985

2. Which of the following is right? ( )
A. According to fuzzy logic, whether an instance belongs to a concept is usually
not a matter of “yes/no” ,but a matter of degree.
B. Fuzzy logic uses a degree of membership,which is a real number in [0,1].
C. Fuzzy logic is a generalization of classical logic,and reflects the imprecision of
human language and reasoning.
D. All of the above

3. Which of the following is not the challenge to probabilistic approaches? ( )
A. Degree of membership.
B. Computational expense
C. Unknown probability values
D. Inconsistent probability assignments
1. Fill in the numbered spaces with the words or phrases chosen from the box.
Change the forms where necessary.

some typical kind particular proposition

fuzzy base introduce refer aim
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Fuzzy Logic

Fuzzy logic emerged in the context of the theory of fuzzy sets, 1 by Zadeh
(1965). A 2 set assigns a degree of membership, 3 a real number from
the interval \([0,1]\) ,to elements of a universe. Fuzzy logic arises by assigning degrees of truth
to propositions. The standard set of truth values (degrees) is \ ([0, 1]\), where \ (0\)
represents “totally false” ,\(1\) represents “totally true” ,and the other numbers 4
to partial truth,i.e. sintermediate degrees of truth.

“Fuzzy logic” is often understood in a very wide sense which includes all 5 of
formalisms and techniques referring to the systematic handling of degrees of 6
kind. In 7 in engineering contexts (fuzzy control, fuzzy classification, soft
computing) it is 8 at efficient computational methods tolerant to suboptimality
and imprecision. It focuses on logics 9 on a truth-functional account of partial
truth and studies them in the spirit of classical mathematical logic (syntax, model
theoretic semantics, proof systems, completeness, etc. ; both at 10 and the
predicate leveD) .

IV. Translate the following passage into Chinese.
Non-monotonic Logic

Everyday reasoning is mostly non-monotonic because it involves risk: we jump to
conclusions from deductively insufficient premises. We know when it is worthwhile or
even necessary (for example, in medical diagnosis) to take the risk. Yet we are also
aware that such inference is “defeasible” — that new information may undermine old
conclusions. Various kinds of defeasible but remarkably successful inference have
traditionally captured the attention of philosophers (theories of induction, Peirce’s
theory of abduction, inference to the best explanation, and so on). More recently
logicians have begun to approach the phenomenon from a formal point of view. The

result is a large body of theories at the interface of philosophy,logic and artificial intelligence.

Section B: Probabilistic Reasoning

Probability theory is used to discuss events, categories, and hypotheses about which
there is not 100% certainty.

We might write A—>B,which means that if A is true,then B is true. If we are unsure
whether A is true,then we cannot make use of this expression.

In many real-world situations, it is very useful to be able to talk about things that
lack certainty. For example, what will the weather be like tomorrow? We might
formulate a very simple hypothesis based on general observation,such as “it is sunny only
10% of the time,and rainy 70% of the time” . We can use a notation similar to that used
for predicate calculus to express such statements:

P(S)=0.1

P(R)=0.7
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The first of these statements says that the probability of S (“it is sunny” ) is 0. 1.
The second says that the probability of R is 0. 7. Probabilities are always expressed as real
numbers between 0 and 1. A probability of 0 means “definitely not” and a probability of
1 means “definitely so.” Hence,P(S) =1 means that it is always sunny.

Many of the operators and notations that are used in prepositional logic can also be
used in probabilistic notation. For example, P( 7 S) means “the probability that it is not
sunny” ; P(SA R) means “the probability that it is both sunny and rainy.” PCAV B),
which means “the probability that either A is true or B is true,” is defined by the
following rule: P(AV B) =P(A) + P(B) —~P(AAB)

The notation P(B|A) can be read as “the probability of B.given A.” This is known
as conditional probability—it is conditional on A.In other words,it states the probability
that B is true, given that we already know that A is true. P(B| A) is defined by the
following rule: Of course,this rule cannot be used in cases where P(A) =0.

For example.let us suppose that the likelihood that it is both sunny and rainy at the
same time is 0.01. Then we can calculate the probability that it is rainy, given that it is
sunny as follows:

P(R[S)=P(RAS)/P(S)=0.01/0.1=0.1

The basic approach statistical methods adopt to deal with uncertainty is via the
axioms of probability: Probabilities are (real) numbers in the range 0 to 1.

A probability of PCA) =0 indicates total uncertainty in A, P(A) =1 total certainty
and values in between some degree of (un)certainty.

Probabilities can be calculated in a number of ways.

Probability = (number of desired outcomes)/(total number of outcomes)

So given a pack of playing cards the probability of being dealt an ace from a full
normal deck is 4 (the number of aces)/52 (number of cards in deck) which is 1/13.
Similarly the probability of being dealt a spade suit is 13/52=1/4.

If you have a choice of number of items k from a set of items n then the

n!

Ci= -1 formula is applied to find the number of ways of making this
choice. (! = factorial) .
o . . . 491
So the chance of winning the national lottery (choosing 6 from 49) is 61 (49—6)1 =

13983 816 to 1.

Conditional probability,P(A|B) .indicates the probability of event A given that we
know event B has occurred.

A Bayesian Network is a directed acyclic graph: A graph where the directions are
links which indicate dependencies that exist between nodes. Nodes represent propositions
about events or events themselves.

Conditional probabilities quantify the strength of dependencies.
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Consider the following example:

The probability,P(E1l) that my car won’t start.

If my car won’t start then it is likely that the battery is flat or the starting motor is
broken. In order to decide whether to fix the car myself or send it to the garage I make
the following decision:

» If the headlights do not work then the battery is likely to be flat so I fix it myself.

* If the starting motor is defective then send car to garage.

* If battery and starting motor are both gone send car to garage.

The network to represent this is as follows (Figure 3-2) :

Car won’t start

Battery flat

( Headlights not on )

starting motor
defective

Replace battery

Send car to garage

Figure 3-2 A simple Bayesian network

Bayesian probabilistic inference

Bayes’ theorem can be used to calculate the probability that a certain event will
occur or that a certain proposition is true. The theorem is stated as follows:

P(B|A) =P(A[B)P(B)/P(A)

P(B) is called the prior probability of B. P(B| A), as well as being called the
conditional probability,is also known as the posterior probability of B.

P(AAB) =P(A|B)P(B)

Note that due to the commutativity of A ,we can also write

P(AAB) =P(BIA)P(A)

Hence,we can deduce: P(B|A)P(A) = P(A|B)P(B)

This can then be rearranged to give Bayes’ theorem:

P(B|A) =P(A[B)P(B)/P(A)

Bayes Theorem states:

P(E | HOP(H)

>1" P(E| H)OP(H,)

K=1

This reads that given some evidence E then probability that hypothesis H; is true is
equal to the ratio of the probability that E will be true given H; times the a priori
evidence on the probability of H; and the sum of the probability of E over the set of all

hypotheses times the probability of these hypotheses.
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The set of all hypotheses must be mutually exclusive and exhaustive.

Thus to find if we examine medical evidence to diagnose an illness, we must know all
the prior probabilities of finding symptom and also the probability of having an illness
based on certain symptoms being observed.

Bayesian statistics lie at the heart of most statistical reasoning systems. How is Bayes
theorem exploited?

The key is to formulate problem correctly:

P(A|B) states the probability of A given only B’s evidence. If there is other relevant
evidence then it must also be considered.

All events must be mutually exclusive. However in real world problems events are
not generally unrelated. For example in diagnosing measles,the symptoms of spots and a
fever are related. This means that computing the conditional probabilities gets complex.

In general if a prior evidence,p and some new observation, N then

P(H|N.p) =P(HIN)P(p|N.H)/P(p|IN)
computing grows exponentially for large sets of p.

All events must be exhaustive. This means that in order to compute all probabilities
the set of possible events must be closed. Thus if new information arises the set must be
created afresh and all probabilities recalculated.

Thus simple Bayes rule-based systems are not suitable for uncertain reasoning.

* Knowledge acquisition is very hard.

* Too many probabilities needed—too large a storage space.

* Computation time is too large.

* Updating new information is difficult and time consuming.

* Exceptions like “one of the above” cannot be represented.

* Humans are not very good probability estimators.

However, Bayesian statistics still provide the core to reasoning in many uncertain
reasoning systems with suitable enhancement to overcome the above problems.

Bayesian networks are also called Belief Networks or Probabilistic Inference Networks.

. »Words

probability[ iprobe'bilati] n. 4
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. ., Phrases

spade suit

a priori

Ei: 2100

Z Bk &,

. . »Notes

(1]

Original: This reads that given some evidence E then probability that

hypothesis H; is true is equal to the ratio of the probability that E will be true given H;

times the a priori evidence on the probability of H; and the sum of the probability of E

over the set of all hypotheses times the probability of these hypotheses.

Translation: X &K & %4 —SiEE BB A H, M EHMBERE T p, 5 p, BILIE.
Hob py & E H; B E S HRORERSR L H; B Se SR #E 3, p, W T A IRBHE A E BOHE
R IR L)X S fl 5 R

. . Exercises

I. Read the following statements carefully,and decide whether they are true (T) or

false (F) according to the text.

1.

4.

5.

Conditional probability,P(A|B).indicates the probability of event B given
that we know event A has occurred.

. Probability theory is used to discuss events,categoriessand hypotheses about
which there is 100% certainty.

. Bayes’ theorem can be used to calculate the probability that a certain event

will occur or that a certain proposition is false.
o=
" n!l(m-n)!

We might write A—>B,which means that if B is true,then A is true.

Il.Choose the best answer to each of the following questions according to the text.
1. Which of the following is right? ( )

A. P(A|B) =P(BI/AYP(A)/P(B)
. ml
B. G = n! (m-n)!
C. P(UIV)=P(UAV) / P(V)
D. All of the above
2. What is Bayesian networks’ other name? ( )
A. Telecommunication Networks
B. Probabilistic Inference Networks
C. Traffic Networks
D. None of the above
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3. Which of the followings are reasons for the simple Bayes rule-based systems that
are not suitable for uncertain reasoning? ( )
A. Updating new information is difficult and time consuming.
B. Too many probabilities needed—too large a storage space.
C. Computation time is too large.
D. All of the above
lIl. Fill in the blanks with the words or phrases chosen from the box. Change the
forms where necessary.

likely despite either have know

sure otherwise false give be

Understanding Truth-Values

A truth-value is a label that is 1 to a statement (a proposition) that denotes
the relation of the statement to truth.

In general,all statements, when worded properly,are 2 true or false (even if
we don’t know with certainty their truth-value, they are ultimately true or false 3 our
ability to know for sure).

With that said,and as noted, humans can’t 4 every truth for certain, and
thus there are some “unknowns.”

Thus,all truth-values can be transposed to a three-value form: True, 5 ;and
Unknown (where unknown denotes our lack of knowledge,not a lack of truth).

Further,because there are things humans can’t know for 6 , we have to
express the likelihood of some truths using multiple-value truth-values. For example: very

7 false, likely false,likely true,very likely true. Or,such is the case where the
quality of a complex statement or argument is 8 considered, False, Mostly False,
Half True,Mostly True,and True.

Additionally, because some statements have a variable truth-value that changes
depending on context or on more information like “the cat is on the mat” (which is only
true when the cat is on the mat, 9 it is the case that it is false) and x +1=1
(which is only true when for example x=0) we also 10 to consider “variable” or
“conditional” truth-values (propositions that have truth-values that are not constant and
instead depend on more information,but otherwise adhere to the other rules stated).
IV. Translate the following passage into Chinese.

Probabilistic Reasoning

Probabilistic reasoning is a way of knowledge representation where we apply the
concept of probability to indicate the uncertainty in knowledge. In probabilistic
reasoning,we combine probability theory with logic to handle the uncertainty.

We use probability in probabilistic reasoning because it provides a way to handle the

uncertainty that is the result of someone’s laziness and ignorance.
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In the real world,there are lots of scenarios, where the certainty of something is not
confirmed,such as “It will rain today,” “behavior of someone for some situations,” “A
match between two teams or two players.” These are probable sentences for which we

can assume that it will happen but not sure about it,so here we use probabilistic reasoning.
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Pake Rl
] BT Gates 0 4-41pm Mo
I'll mention that to the 58.9% market share | have.
WTW, taw the mew Pod shufMle, I8 ook il & Tampon
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| ‘r We chase till the end.
Robin

How was the party?

Penny Lau
Which one? [ went to like 3 of them last night_.

Michasl Loe -

Call et Aobin

s - un Haha,shutup!

‘What's wrong?
Penny Lau

o Qaman 152 You should had been there.
* | 9432078 want 1o be your friend
Stoven Lau Pobin
OMG | Oh 1 will.. for sure.
Zainky Penny Lau
bl Flying 1o LA toright | 1t was amazing in NYC.
Get QQ Chat for Facebook
Ifyou dont have Facebook you can shways ca i for or Mac
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Misha Maruma ~* Nic Tinworth - 2 manths ag
You're spot on when you mention QR codes for mobile payment Nic. I'm
really surprised the writer didn't mention this as the main reason that QR
code adoption has taken off in mainland China.

| often watch movies on Chinese video platforms. For 5SAMB you can't really
complain about having to pay. When it's time to pay | just scan the QR code

that pops up on the screen using the reader in WeChat and in a matter of
seconds |'ve paid using WeChat Wallet. No annoying passwords and
longwinded processes that it takes to buy something with PayPal.

For me this is why QR codes are so useful. Who cares what it looks like. It's
more important that the user experience is excellent, easy and efficient.

Reply - Share
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Listening & Speaking

Dialogue: Reasoning with Uncertainty

(Today is the first day after the National Day holiday . Henry met Mark and Sophie in

the hall .)

Henry:
Mark :

Henry:

Mark :

Henry .
Sophie :

Henry .
Sophie :

Mark :

Sophie .

Hi,Mark and Sophie. How was your National Day holiday?
It was not bad. During this holiday, I studied reasoning
with uncertainty in AI.It’s very interesting.

Reasoning with uncertainty? Don’t we often reason
with certainty?

Yes,you are right. Regarding knowledge representation using
first-order logic and propositional logic with certainty, we are
sure about the predicates. With this knowledge representation,
we might write A—B,which means if A is true then B is
true, but consider a situation where we are not sure
about whether A is true or not then we cannot express
this statement, this situation is called uncertainty.

So how to represent uncertain knowledge?

Well, to represent uncertain knowledge., where we are
not sure about the predicates, we need uncertain
reasoning or probabilistic reasoning.

Probabilistic reasoning?

Yes. Probabilistic reasoning is a way of knowledge
representation where we apply the concept of
probability to indicate the uncertainty in knowledge. In
probabilistic reasoning, we combine probability theory
with logic to handle the uncertainty.

Furthermore ™"

we use probability in probabilistic reasoning
because it provides a way to handle the uncertainty that is
the result of someone’s laziness and ignorance.

Actually,in the real world, there are lots of scenarios,
where the certainty of something is not confirmed,such
as “It will rain today,” “behavior of someone for some
situations, 7 “ A match between two teams or two

players.” These are probable sentences for which we can

HELEIN

[1] Replace with:

~N Oy O A~ W

. In addition,

Moreover,

What is more,

. Additionally,

Besides,
Plus ’

. Also,
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assume that it will happen but not sure about it,so here

we use probabilistic reasoning.

Henry: So are there any ways to solve problems with uncertain
knowledge?
Sophie Of course. In probabilistic reasoning,there are two ways

to solve problems with uncertain knowledge: Bayes’ rule
and Bayesian Statistics.

Mark: And as probabilistic reasoning uses probability and related
terms, first, let’s talk about probability. Probability can be
defined as a chance that an uncertain event will occur. It is
the numerical measure of the likelihood that an event will
occur. The value of probability always remains between 0
and 1 that represent ideal uncertainties.

Sophie: That’s right. Conditional probability is the probability of
one event occurring with some relationship to one or
more other events.

Henry: I’'m sorry, I'm afraid I have to learn probability and

other knowledge of reasoning with uncertainty a little [2] Replace with:

bit in advance and then discuss it with you later, and 1 alse

otherwise it is very difficult for me to follow you. 9 o

Thanks anyway. 3. if not
Mark: Looking forward to seeing you again! 4. or then

Sophie: Good luck to you!

. » Exercises

Work in a group,and make up a similar conversation by replacing the statements

with other expressions on the right side.

Listening Comprehension: Fuzzy Logic

Listen to the article and answer the following 3 questions based on it . After you hear

R a question , there will be a break of 15 seconds. During the break , you will decide which

one is the best answer among the four choices marked (A),(B),(C) and (D).

Questions
1. When was the idea of fuzzy logic first advanced by Dr. Lotfi Zadeh of the University of
California at Berkeley? ( )
(A) In 1940s
(B) In 1950s
(C) In 1960s
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(D) In 1970s

2. Which of the following is right? ( )
(A) Fuzzy logic seems closer to the way our brains work.
(B) Fuzzy logic is essential to the development of human-like capabilities for Al.

(C) Natural language is not easily translated into the absolute terms of 0 and 1.
(D) All of the above

3. Which of the following is not right? ( )
(A) Fuzzy logic includes 0 and 1 as extreme cases of truth.
(B) Fuzzy logic is not an approach to computing based on the usual “true or false
”? (1 or 0) Boolean logic on which the modern computer is based.
(C) Fuzzy logic is an approach to computing based on “degrees of truth” .
(D) None of the above

o »Words
advance[ ad'vamns ] v. 3% & threshold[ 'Orefhauld] n. B4 , I FA4
~aggregate[ '®grigot i] v. &t

. . » Phrases

in between & ¥ Iq]
and so A, T VA
motor reaction FAER A ,IEF R

Dictation: Bayesian Network

This article will be played three times. Listen carefully, and fill in the numbered ¢

spaces with the appropriate words you have heard .

A Bayesian network, Bayes network, belief network, decision network, Bayes (ian)
model or probabilistic directed acyclic 1 model is a probabilistic graphical model
(a type of statistical model) that represents a set of variables and their conditional
dependencies via a Directed Acyclic Graph (DAG). For example,a Bayesian network
could 2 the probabilistic relationships between diseases and symptoms. 3
symptoms, the network can be used to compute the probabilities of the presence of
various diseases.

Efficient 4 can perform inference and learning in Bayesian networks.
Bayesian networks that model 5 of variables (e. g. speech signals or protein

sequences) are called dynamic Bayesian networks. Generalizations of Bayesian networks

HELEIN
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that can represent and solve decision problems under uncertainty are 6 influence
diagrams.

The Bayesian methods have a number of advantages that 7 their suitability
in uncertainty management. One of the advantages is that most 8 is their sound
theoretical foundation in probability theory. Thus,they are 9 the most mature of

all of the uncertainty reasoning methods.

While Bayesian methods are more developed than the other uncertainty methods,

they are not without 10
1. They require a significant amount of probability data to 11 a knowledge
base. Furthermore, human experts are normally uncertain and 12 about the

probabilities they are providing.
2. What are the relevant prior and conditional probabilities 13 on? If they
are statistically based,the sample sizes must be 14 so the probabilities obtained

are accurate. If human experts have provided the values, are the values consistent and

comprehensive?
3. Often the type of relationship between the 15 and evidence is important
in determining how the uncertainty will be 16 . Reducing these associations to

simple numbers removes relevant information that might be needed for successful
reasoning about the uncertainties. For example, Bayesian-based medical diagnostic
systems have 17 to gain acceptance because physicians 18 systems that
cannot provide explanations describing how a conclusion was reached (a feature difficult
to provide in a Bayesian-based system) .

4. The reduction of the associations to numbers also 19 using this knowledge
within other tasks. For example,the associations that would enable the system to explain its
reasoning to a user are lost, as is the ability to browse through the 20 of

evidences to hypotheses.

. »Words

protein[ 'proutiin] n. & & /i sound[saund ] adj. f& &%, (3 E X)) 3
: EE 2T 1
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