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Reading & Translating

Section A: Decision Tree in Machine Learning

Decision Tree in Machine Learning is used for supervised learning [ classification
and regression]. Decision Tree exploits correlation between features and non-linearity in
the features.

Wondering what a Decision Tree would be? You might have come across the
programmatic representation of a decision tree which is a nested if-else.

Let us consider the following pseudo logic,where we are trying to classify the given
living-thing into either human,bird or plant:

if(displacement is present) {

if (wings are present AND feathers are present) {
living-thing is bird
} else if(hands are present) {
living-thing is human
}
} else if(displacement is absent) {
living-thing is plant

}

In the above pseudo code, output variable is category of living-thing whose
value could be human or bird or plant. Input variable is living-thing. Features of
input data taken into consideration are displacement [ whose values are present/
absent], wings [ whose values are present/absent], feathers [ whose values are
present/absent] and hands [ whose values are present/absent]. So we have four
features whose values are discrete.

In the traditional programs,the above if-clse-if code is hand written. Efforts put by a
human being in identifying the rules and writing this piece of code where there are four
features and one input are relatively less.

But could you imagine the efforts required if the numbers of features are in hundreds
or thousands. It becomes a tedious job with nearly impossible timelines. Decision Tree
could learn these rules from the training data. Despite other classifiers like Naive Bayes
Classifier or other linear classifiers, Decision Tree could capture the non-linearity of a
feature or any relation between two or more features.

Regarding the capturing relation among features in the above example, the
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features (wings and feathers) are co-related. For the considered example (or data
set) , their values are related in a way such that their collective value is deciding on
the decision flow.

In machine learning,input dataset for the Decision Tree algorithm would be the list
of feature values with the corresponding categorical value. A sample of the dataset is as
shown in the Table 5-1.

Table 5-1 A sample of the dataset

Input Output Features

living-being category wings hands feathers displacement

Joe absent present absent present
Parrot present absent present present
Jean absent present absent present
Hibiscus absent absent absent absent
Eagle present absent present present
Rose absent absent absent absent

Each row in the Table 5-1 represents an observation/experiment.

In practical scenarios,the number of features could be from single digit number to
thousands,and the data set would contain single digit number to millions of entries/
observations/experiments.

The common way to build a Decision Tree is to use a greedy approach. Consider you
are greedy on the number of Decision Nodes. The number of Decision Nodes should be
minimal. By testing a feature value, the Dataset is broken into sub-Datasets, with a
condition that the split gives maximum benefit to the classification i.e. ,the feature value
considered(among all the possible feature value combinations) is the best available to
categorize the given data set into two subsets. In each sub-Dataset,a new feature value
combination is chosen,as in the former split,to divide it into smaller sub-Datasets, with
the same condition that the split gives maximum benefit to the classification. The process
is repeated until a Decision Node is not required to further split the sub-Dataset, and
almost all of the samples in that sub-Dataset belong to a single category.

The graphical representation of Decision Tree for the Dataset mentioned above
would be as shown in the Figure 5-1.

From the Figure 5-1,it is evident that the Decision Tree has made use of only two
features [ displacement,wings] as the other two features are redundant. Thus it needs to

reduce the number of Decision Nodes.
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., »Words

living-being A ALk, £ 4
parrot[ 'parot] n. %3

regression[ ri'grefn] n. ® )2

programmatic [ iprougro'meatik | adj. &

| X9, B X W
displacement[ dis'pleisment ] 7. 45 4%
~ discrete[ di'skrit] adj. &8, R iE L4

. ., Phrases

hibiscus[ hi'biskas; hai'biskas] n. K4,
R 1

entry[ 'entri] n. & 8

such that Aeit.e.... VA 3L

. Exercises

I. Read the following statements carefully,and decide whether they are true (T) or

false (F) according to the text.

1. The common way to build a Decision Tree is to use a SVM approach.
2. Regarding machine learning,input dataset for the Decision Tree algorithm
would be the list of feature values with the corresponding categorical value.

3. Decision Tree could take the non-linearity of a feature or any relation

between two or more features.
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4. In the Figure 5-1,the Decision Tree has used only two features [ displacement,
feathers .
5. Decision Tree in Machine Learning is used for unsupervised learning.
Il. Choose the best answer to each of the following questions according to the text.
1. Which of the following is right about the Decision Tree? ( )
A. Decision Tree could take the linearity of a feature or any relation between
two or more features.
B. Decision Tree exploits correlation between features and non-linearity in the
features.
C. Decision Tree in Machine Learning is used for unsupervised learning.

D. The common way to build a Decision Tree is to use a SVM approach.

2. How many features are mentioned in the Figure 5-17 ( )
A. One
B. Two
C. Three
D. Four

3. Which of the two features has Decision Tree used in the Figure 5-17 ( )
A. [displacement,feathers]
B. [displacement,hands]
C. [displacement,wings]
D. None of the above
lll. Fill in the numbered spaces with the words or phrases chosen from the box.
Change the forms where necessary.

variable independent can define call

many dependent estimate what common

Linear Regression

Linear regression is a basic and 1 used type of predictive analysis. The
overall idea of regression is to examine two things: (1) does a set of predictor variables
do a good job in predicting an outcome (dependent) variable? (2) Which 2 in
particular are significant predictors of the outcome variable,and in 3 way do
they—indicated by the magnitude and sign of the beta estimates—impact the outcome
variable? These regression 4 are used to explain the relationship between one
dependent variable and one or more 5 variables. The simplest form of the
regression equation with one dependent and one independent variable is 6 by
the formula y =c+ b * x, where y = estimated 7 variable score,c = constant,b =

regression coefficient,and x = score on the independent variable.
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There are 8 names for a regression’s dependent variable. It may be 9
an outcome variable, criterion variable, endogenous variable, or regressand. The independent
variables 10 be called exogenous variables, predictor variables,or regressors.
IV. Translate the following passage into Chinese.

Support Vector Machine (SVM)

A support vector machine is a supervised learning algorithm that sorts data into two
categories. It is trained with a series of data already classified into two categories,
building the model as it is initially trained. The task of an SVM algorithm is to determine
which category a new data point belongs in. This makes SVM a kind of non-binary linear
classifier.

An SVM algorithm should not only place objects into categories, but have the

margins between them on a graph as wide as possible.

Section B: K-means Clustering Algorithm and Example

“I'm clueless”

You say,looking at an ocean of unlabeled data,waving in front of you. It is true that
the lack of labels can sometimes freak us out,leaving us wondering how to group the data
together. But luckily, k-means clustering algorithm is here to rescue,one of the simplest
algorithms for unsupervised clustering (dealing with data without defined categories).
Assigning data points into k clusters based on the minimum distance,k-means clustering is
simple, helpful,and effective for finding the latent structure in the data.

Here we provide some basic knowledge about k-means clustering algorithm and an
illustrative example to help you clearly understand what it is.

K-means clustering algorithm is an unsupervised machine learning algorithm for
determining which group a certain object really belongs to. What it means by “being
unsupervised” is that there are no prescribed labels in the data denoting its structure. The main
idea is to assign each observation into the cluster with the nearest mean (centroid "),
serving as a prototype of the cluster.

Here are five simple steps for the k-means clustering algorithm and an example for
illustration:

* Step 1: Visualize n data points and decide the number of clusters (k). Choose k
random points on the graph as the centroids of each cluster. For this example,we would
like to divide the data into 4 clusters,so we pick 4 random centroids (Figure 5-2).

* Step 2: Calculate the Euclidean distance between each data point and chosen
clusters’ centroids. A point is considered to be in a particular cluster if it is closer to that
cluster’s centroid than any other ones (Figure 5-3).

* Step 3: After assigning all observations to the clusters, calculate the clustering
score, by summing up all the Euclidean distances between ecach data point and the

corresponding centroid.
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Figure 5-2 Visualize the data and pick the random centroids (which is 4 in this example)
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Where:

Figure 5-3  Assign each point into the cluster with the nearest centroid

-G ”2

Total distances = 2?:1 2 ?=1 | x”

k: the number of clusters
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n: the number of points belonging to cluster j

¢;: the centroid of cluster j

* Step 4: Define the new centroid of each cluster by calculating the mean of all
points assigned to that cluster. Here’s the formula (n is the number of points assigned to
that cluster) :
2;1Xi

n

* Step 5: Repeat from step 2 until the positions of the centroids no longer move

(Figure 5-4) and the assignments stay the same (Figure 5-5).
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Figure 5-4 Final iteration: distances are minimized and centroids no longer move
. Assign points
Graph the data Pick random oy Recalculate Repeat from step 3

until the assignments
do not change

Figure 5-5 Flow chart of k-means clustering algorithm

There you go: data points are now grouped into 4 different clusters. Using a simple
idea of minimizing distances between data points to group them together, k-means
clustering algorithm is extremely helpful for understanding the structure of the data,how
observations are classified, and interpreting the story behind. K-means clustering has
been widely used in data analysis, especially in life sciences, in analyzing thousands to
millions of data points in single-cell RNA-seq and bulk RNA-seq experiments.

Note that the Euclidean metric measures the distance based on the vector connecting
two points, and will cause some biases for data with different scales. For example, in

RNA-seq data,gene expression values can range from as little as 0. 001 to a thousand.
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stretching the data points along an axis. That is,the variable with the smaller scale will be
easily dominated and play little in the convergence, as clusters will scatter along an axis
only. For this reason,it is necessary to make sure that the variables are at the same scale
before using k-means clustering.

Note that before determining the number of clusters to assign the data into (the
variable k), you should have an overview of the data and on what basis you want to group
them. You can even apply a hierarchical clustering on the data first to briefly understand
the structure of the data before choosing k by hand.

A well-known method to validate the number of clusters is the Elbow method “*',
that is to run k-means clustering several times for a range of values of k (usually from 2
to 10) and pick out the value of k that causes sudden drop in the sum of squared
distances. More specifically,for each value of k,we calculate the sum of squared distances
(between each point and the corresponding centroid) and graph the results on a line
chart. Choose the value where the sum of squares drops.giving an angle in the graph (a.
k. a.an elbow)—that is the optimal value of k (Figure 5-6).

40 Elbow Pumlt Example
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Figure 5-6 Elbow point example
. »Words

clustering[ 'klastorin] n. & % AT 50, BRJL B A3 8
cluster[ 'klasto(r) | n. B4 35, £ 7 observation[ obza'veifn | n. & 3 & :
~latent[ 'leitnt] adj. # A oh, BHR 6 RNA-seq # F @ n 5 # R (RNA
prescribe[ pri'skraib] v. #LE sequencing) :
mean[ mimn | n. F35 ¥k, FHE dominate[ 'domineit ] v. % B2, 35 4| :
- centroid[ 'sentroid | 1. i, S convergence [ kon'vaidzons] n. # R, @&
~ Euclidean[ju:'klidien] ad;j. B JU 2 43 JU A, — 4L




metric[ 'metrik ] n. EE 47 fE axis[ 'aksis] . 4, 2
~gene[dzin] n. £ B

. ., Phrases

an ocean of M %8, L% LA
freak out A At LA TR E L& F
serve as AME. A%

sum up ety B

squared distances 3E & -F 7

. . »Abbreviations

a.k.a. "4k, X % (also known as)

. Notes

[1] k-means J&— PP 25 16, 0 (centroid) /& 48 & A28 51 B o0 AL B O 1Y
AR TA) T SRS AR, A BE, R 1000 A5 BCHE B A BOHE 100 AL dn 2R E
k-means F 23X 1000 55085 R 10 D201 83 5] 10 AL BAS SO B0 &%
KT R SR, s — R E T 10 A0 R I8 T $ s 2 ) 0 28 05X 10
AT IR 245 T Sfe W] A S B B0 D 3R SR A B AR A

(1) KB4m0 sample 43 Fic 2 5 2 B30T A0 5O

(2) X F A H AT 5 1 sample B9 AE 41228 BB G L0

(2] R0 0 (Elbow method) , A J5 vA1E HI T K O O R i) 8 AH XT38/ 1 15 L 5 >4
PEFEIY k (H/N T EIEM K Lk BRI 1, cost (Rl 2 K& s/ s Yk £ k K T EIE
1) K BF Sk BRI 1, cost fH IS ALEEAR SR 2B . 3XAE, IEBA Y Kk (B3 23 A6 X 36 B o
Z1{pl elbow 1 Hb 5,

. . »Exercises

|I. Read the following statements carefully.and decide whether they are true (T) or
false (F) according to the text.
1. K-means clustering algorithm is a supervised machine learning algorithm.
2. The main concept of k-means is to assign ecach observation into the cluster
with the nearest mean (centroid) ,serving as a prototype of the cluster.
3. To find the latent structure in the data k-means clustering is a simple way to

assign data points into k clusters based on the minimum distance.
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4. “Being unsupervised” is that there are some prescribed labels in the data
denoting its structure.
5. Elbow method is a well-known method which validates the number of clusters.
Il.Choose the best answer to each of the following questions according to the text.
1. Which of the following is not mentioned in the text? ( )
A. ID3
B. Centroid
C. Euclidean

D. K-means

2. How many steps are mentioned for the k-means clustering algorithm and an
example for illustration? ( )
A. Two
B. Three
C. Four
D. Five

3. Which of the following is right? ( )
A. The main concept of k-means is to assign each observation into the cluster
with the nearest mean (centroid) ,serving as a prototype of the cluster.
B. To find the latent structure in the data k-means clustering is a simple way to
assign data points into k clusters based on the minimum distance.
C. Elbow method is a well-known method which validates the number of clusters.
D. All of the above
lll. Fill in the numbered spaces with the words or phrases chosen from the box.
Change the forms where necessary.

understand labor deal advantage like

base method as reflect use

Clustering Algorithms

Clustering algorithms can automatically recognize the pattern inside the data so 1
to analyze the collected data without their labels. Using this advantage,three clustering-
based fault diagnosis methods are presented to 2 with some diagnosis cases of
rotating machinery in which the labeled data are limited. In the first method,
compensation distance evaluation technique and the weight K nearest neighbor are 3

to recognize the mechanical faults,harnessing the merits that the computation of feature

weights is simpler and the weights are easier to 4 . The second method is
presented 5 on weight fuzzy c-means, which is robust to the local structure of
the data and 6 the level of uncertainty over the most appropriate assignment.

oss S



R R IR R R R RN AR RRIEIENIRREIII.
pumg

Finally,a Hybrid clustering algorithm-based fault diagnosis 7 is introduced,
considering the problems 8 the sample influence for clustering and the
automatic setting of the cluster number. The results of the diagnosis cases verify that
these diagnosis methods take full 9 of unlabeled data and reduce the human

10 in fault diagnosis.
IV. Translate the following passage into Chinese.
Ensemble Learning

Many ensemble learning tools can be trained to produce various results. Individual
algorithms may be stacked on top of each other,or rely on a “bucket of models” method
of evaluating multiple methods for one system. In some cases, multiple data sets are
aggregated and combined. For example,a geographic research program may use multiple
methods to assess the prevalence of items in a geographic space. One of the issues with
this type of research involves making sure that various models are independent,and that
the combination of data is practical and works in a particular scenario.

Ensemble learning methods are included in different types of statistical software packages.

Some experts describe ensemble learning as “crowdsourcing” of data aggregation.
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‘Working Thesis: The sonnel-dialogue Romas and Jubst share shan tay first
THE COLLEGE APPLICATION PROCESS rmaet demanstrates how re Il matched the two lovers are and helps dramalize
N hor guickly thay develop @ sense of intimacy.
I. CHOOSE DESIRED COLLEGES .
A Vist and evaluate college campuses 1. Nﬂl:::lla View:mast people won. | even notice that RAJ ane speaking &
B. Viskard sualiste colegs Websiies * Ewen if you don' { consciously natice i, it can have an effect on
1. Look for interesting classes you, le sublimenal advertising
{Lmr& 2. Note important statistics ®  Actors wall know aboul the sonnet and use in their parfarmance.
2. Sharing a sonnet makes R&J seem like they were made for sach other,
‘_—_ﬂ. ﬁ? Il PREPARE APPLICATION Nj”‘j &-—? = Trading lines back and forth makes R&J seem fike an old couple who
m,?.{;j_ A Write parsonal statement Beteidl %_L—H finish sach other’s sentences
; 1. Choose interesting lopic I EH A5 * Juliet's roplies make her seem just as clever and quick-wited as
[ bRiE a. Describe an influential person in your life Romeo:thoy make @ geod cauple.
m t 1) F & high school 4 = By analogy, RJ fit logether bke the parts of a sonnatihe pans
XL are greater than the whale
. m‘?‘:mﬂ* s 3. Tha progressian of the shared sonnet demanstrates how quickly R&J fad
Describe a challenging itfe ev in kove
2, Inciude important personal details ® The sonnet begins with the couple holding hands and ends in a kiss
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Listening & Speaking

Dialogue: Machine Learning %

(Before the first lesson of Machine Learning . Mark met with Henry and Sophie in s

=20
front of their classroom ) R
Mark . Excuse me, Henry and Sophie. Could you help
me?
Henry: Sure. What’s the problem? [1] Replace with:

1. Can you give me a hand?
2. Could you please do me
a favor?

3. Could you do me favor?

ooz S
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Mark;

Henry:

Sophie

Mark;

Henry:

Mark :

Sophie:

I’'m a little bit confused with machine learning?
Exactly "*' what is machine learning?
Well.machine learning is the scientific study of
algorithms and statistical models that computer
systems use to effectively perform a specific
task without using explicit instructions, relying
on models and inference instead. It is seen as a
subset of artificial intelligence.

To my knowledge, machine learning algorithms
build a mathematical model of sample data,
known as “training data” , in order to make
predictions or decisions without being explicitly
programmed to perform the task. Machine
learning algorithms are used in the applications
of email filtering, detection of network
intruders, and computer vision, where it is
infeasible to develop an algorithm of specific
instructions for performing the task.

Does machine learning have some relationships
with other areas?

Of course. Machine learning is closely related
to computational statistics, which focuses on
making predictions using computers. The study
of mathematical optimization delivers methods,
theory and application domains to the field of
machine learning. Data mining is a field of
study within machine learning, and focuses on
exploratory data analysis through unsupervised
learning. In its application across business
problems, machine learning is also referred to
as predictive analytics.

And are there any classifications for the
machine learning?

Absolutely. Machine learning tasks are
classified into several broad categories. In
supervised learning, the algorithm builds a
mathematical model of a set of data that

contains both the inputs and the desired outputs.

094

[2]Replace with:

1.

Accurately

2. Correctly
3. Definitely
4.
5

. Precisely

Truly



N unit5 Machine Learning [N

For example, if the task were determining
whether an image contained a certain object,
the training data for a supervised learning
algorithm would include images with and
without that object (the input) ,and each image
would have a label (the output) designating
whether it contained the object.

Henry: In special cases,the input may be only partially
available, or restricted to special feedback.
Semi-supervised learning algorithms develop
mathematical models from incomplete training
data,where a portion of the sample inputs are
missing the desired output.

Mark: Could you please name a few algorithms for
supervised learning?

Henry: Sure. Classification algorithms and regression
algorithms are types of supervised learning.
Classification algorithms are used when the
outputs are restricted to a limited set of values.
For a classification algorithm that filters
emails, the input would be an incoming email,
and the output would be the name of the folder
in which to file the email. For an algorithm
that identifies spam emails, the output would be
the prediction of either “spam” or “not spam” ,
represented by the Boolean values true and false.

Sophie:  And regression algorithms are named for their
continuous outputs, meaning they may have any
value within a range. Examples of a continuous

value are the temperature, length, or price of an

object.
Mark: So,how about unsupervised learning?
Sophie: Well, in unsupervised learning, the algorithm

builds a mathematical model of a set of data
which contains only inputs and no desired
outputs. Unsupervised learning algorithms are
used to find structure in the data,like grouping

or clustering of data points.
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Henry: Moreover, unsupervised learning can discover
patterns in the data,and can group the inputs
into categories, as in feature learning.
Dimensionality reduction is the process of
reducing the number of “features” ,or inputs,
in a set of data.

Mark . OK,so what else?

Henry: Well, reinforcement learning algorithms are
given feedback in the form of positive or
negative reinforcement in a dynamic environment,
and are used in autonomous vehicles or in
learning to play a game against a human
opponent.

Sophie: And other specialized algorithms in machine
learning include topic modeling, where the
computer program is given a set of natural
language documents and finds other documents
that cover similar topics. Machine learning
algorithms can be used to find the unobservable
probability density function in density estimation
problems,so on and so forth.

Mark : So much knowledge I'm interested in! Thank

you very much!

. . Exercises

Work in a group,and make up a similar conversation by replacing the statements

with other expressions on the right side.

. »Words

infeasible[ in'fizzib(a) 1] adj. R T 4745,  designate[ 'dezigneit] v. 3552 , 35 ik
R EATH  file[fail] v. dg o) 44

. . Phrases

reinforcement learning  #& 4L % 3

K A

so on and so forth =
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Listening Comprehension: Supervised Learning

Listen to the article and answer the following 3 questions based on it . After you hear

a question , there will be a break of 15 seconds. During the break , you will decide which

one is the best answer among the four choices marked (A),(B),(C) and (D).

Questions
1. Which of the following is right? ( )

(A) Supervised learning is the machine learning task of learning a function that
maps an input to an output based on example input-output pairs.

(B) Supervised learning infers a function from labeled training data consisting of
a set of training examples.

(C) A supervised learning algorithm analyzes the training data and produces an
inferred function.

(D) All of the above

. Regarding the hand-written digit recognition problem,which of the following is

right? ( )

(A) A reasonable data set for this problem is a collection of images of hand-
written digits.

(B) A reasonable data set for this problem is for each image, what the digit
actually is.

(C) A set of examples of the form (image,digit) should be considered.

(D) All of the above

. Which of the following can’t supervised learning do? ( )

(A) Supervised learning is the machine learning task of learning a function that
maps an output to an input based on example output-input pairs.

(B) Supervised learning is the machine learning task of learning a function that
maps an input to an output based on example input-output pairs.

(C) Supervised learning infers a function from labeled training data consisting of
a set of training examples.

(D) A supervised learning algorithm analyzes the training data and produces an

inferred function.

. »Words

map[map] v. B4 outset[ 'autset] n. Fr4&, 735

~entirety[in'taioroti] n. &3, = 4

o7 S
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Dictation: Unsupervised Learning

This article will be played three times. Listen carefully, and fill in the numbered

spaces with the appropriate words you have heard .
Unsupervised learning is a 1 of machine learning that learns from test data
that has not been 2 sclassified or categorized. Instead of 3 to feedback.

unsupervised learning identifies commonalities in the data and reacts based on the
presence or 4 of such commonalities in each new piece of data. 5
include supervised learning and reinforcement learning.

In the unsupervised 6 , the training data does not contain any output

information at all. We are just given input examples X, ,-:*, Xy. You may wonder how we

could possibly learn anything from mere inputs. Consider the coin 7 problem.
Suppose that we didn’t know the denomination of any of the 8 in the data set.

We still get similar 9 , but they are now 10 so all points have the
same “color” . The decision regions in unsupervised learning may be 11 to those in
supervised learning, but without the labels. However, the correct clustering is less 12
now,and even the number of clusters may be 13 .

14 , this example shows that we can learn something from the inputs by

themselves. Unsupervised learning can be 15 as the task of spontaneously finding

16 and structure in input data. For instance.if our task is to 17 a set of
books into topicssand we only use 18 properties of the 19 books, we
can identify books that have similar 20 and put them together in one category.,

without naming that category.

. »Words
~ commonality[ koma'nzliti] n. 2%, & spontaneously [ spon'temiosli ] adv. B £
~ denomination[ dimmomi'neifn] ». & %A W, B R ‘
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