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Course: Mathematical Analysis for Engineering
EERE: £

Prerequisites: None

Foy: 12

Credits: 12

3.1.1  REFEHMMIZEA A %5 (Course Objectives and Basic Content)
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This course is a basic compulsory course for undergraduates in College of

Artificial Intelligence.
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This course introduces some important mathematical tools, such as limit,
differential, integral and series, and organically combines analysis, algebra and
geometry. Relevant knowledge in this course provides an indispensable foundation of
advanced mathematics for Al majors and lots of other engineering majors. It lets
students take necessary trainings in abstraction, logic and rigor of mathematics, and
also lays a good foundation to absorb more mathematics knowledge and learn artificial
intelligence in the future, and cultivates readers’ awareness, interest and ability to
apply mathematics knowledge to solve practical problems.

This course requires students to systematically master the basic concepts, basic
theories and basic methods of calculus of unary functions,infinite series, multivariate
function calculus,and ordinary differential equations. Meanwhile,the comprehensive
quality of students can be cultivated through mathematical experiments. It can be
called experimental hands-on ability,analysis design ability and teamwork spirit,and
it can also expand student thinking and stimulate students’ sense of innovation.
Simultaneously,let students have some understanding of thinking methods of modern

mathematics,so as to facilitate the future study of modern mathematics.

3.1.2  UEFRIEATE L (Course Arrangements)
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3.1.3  ZFHBMIFE A LR (Teaching Objectives and Basic
Requirements)
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3.1.4  BFEWNEA Fe#2HE(Syllabus and Arrangements)

F—F WA R, iEL (Mapping. Limit and Continuity)

== —H- =] M
ETFS R BT .
ETAER M oR X
Chapter Class
Chapters Key Points
Number Hour

(1) T M58 50 2 &R A
(2) ZEueits &R L
RN SR

1.1 Set, mapping 4 (1) Understand the completeness and concepts of
and function supremum and infimum
(2) Comprehend the concepts of mapping and

function

(D) 2ZREINEIREES S R

(2) T T AR RO S5t 69 ) 5] Az 1
(3) B HF) IR KT &

5 a9 AR TR )
1.2 o 6 (1) Comprehend the concepts and properties of
Limit of sequence

the limit of sequence

Understand some criteria for existence of the

(2

~

limit of sequence

(3

~

Master the solution to the limit of sequence
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Chapter Class
Chapters Key Points
Number Hour
(D) 2R IHEMRGMEES R
(2) ¥HBAANE MR
(3) T F# & A0 1R 89 75 A2 /E )
(4) FHB JHMMIEE REF
T H4 09 TR
1.3 . u . 3 (1) Comprehend the concepts and properties of
Limit of a function . ..
functional limit
(2) Master two important limits of function
(3) Understand the existence criteria of function
limit
(4) Master the solution to the limit of function
R R () ERBRAEF I ESALT KREHHA
EF N ERRTRE BAFTESLTRES]
1.4 Infinitesimal and 2 ]
. n‘m,l estma ‘a.n (1) Comprehend the concepts of infinitesimal and
infinite quantities . L.
infinite quantities
(D) R BROMES BRA
(2) T MM XA L& 4 & Foah R
) TH—REZOMSL
(4) T 4R % we 5t R 22
# 4% 5 3
1.5 S 8 (1) Comprehend properties and concepts of

Continuous function

continuous function

(2) Understand properties of continuous function on
a closed interval

(3) Understand continuity of elementary functions

(4) Understand the principle of compression mapping

Ly

—JC R B o 2 B H W A (Unary Function Differential Calculus and Its

Applications)
== —H- =} 3
ETES i3 B .
ETER MmoiR o=
Chapter Class
Chapters Key Points
Number Hour
(1) BBFHRGWS
- B S A ) o
’ C t of derivati
oneept of dervative (1) Comprehend concept of derivative
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Chapter Class
Chapters Key Points
Number Hour
KTy Rk (1) ¥ 38R F 09 A K &N
2.2 Fundamental 4
derivatives rules (1) Master fundamental derivatives rules
(1) B HA
(2) THREHN B> OBARK S LT FF
& £ 0G5 o 5 R
2.3 The differential 6
of function (1) Comprehend concept of differential
(2) Understand applications of the high-order
differential in approximate computation
(1) 2R A0 T2
B bR o N
. (2) FRBE LK FMRKREXGHR
V&R
2.4 The mean value 2
(1) Comprehend the mean value theorem
theorem and its
o (2) Master L'Hospital’s rule to solve the limit of
applications o
infinitive
() THAE$HEE
EETUNEN 4
2.5 2
Taylor formula
(1) Understand Taylor’s theorem
(1) FRDFHFR T HEPEBRMALN T &
(2) M F B ARAL A
(3) FHRJH R RME R AW F %
(4) 7S hme s
& FOM R AR
(1) Master the method of using the derivative to
2.6 Function 6
) study the monotonicity and extremum of
properties study
the function
(2) Comprehend the concept of function extremum
(3) Master the method of solving the maximum
and minimum values of a function
(4) Understand the concept of function convexity

014



E=E

B3F “HESHITRER

— JC PR B R 43 2F M B A (Unary Function Integrals Calculus and Its

Applications)
EPES =% A R M R A
Chapter Class
Chapters Key Points
Number Hour
(D BEER,;GMAEL ®R
RS GMAE S R (2) THERY AL FH
Concept and
3.1 , 3 A
properties of (1) Comprehend concept and properties of
definite integral definite integral
(2) Understand the conditions for integral exist
(D) BRRERYGMA L K
A A AKX (2) FhmBr Ak X5 KT H
LR W&
3.2 Basic formulas 5 (1) Comprehend concept and properties of
for indefinite integral indefinite integral
and basic theorems (2) Master basic formulas for indefinite integral
and basic theorems
BmARG S
2-AR G (D) FHRE/EARS HL AR %
53 Integration by ;
substitution and by (1) Master integration by substitution and by
parts in definite parts in definite integral methods
integral
(D) FRAEZRY RE X G EEAZREY
FHE R E Q@R AAREF) fo—
HEF (e RS A A B A
Fug ik
T ARG ) -
54 Applications of definitc 6 (1 Mastcr the mc.thod of cstab.hshmg the
integral expression of the micro-element

integrals systems

method and definite integral to calculate
some geometric quantities (such as area,
volume, etc. ) and some physical quantities
(such as work, pressure, gravity and the

average value of the function,etc. )
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Chapter Class
Chapters Key Points
Number Hour
(1) BBRF RS
(2) TR FARL 0 F S
N (3) THT JHGHEA
3.5 5
Improper integral
(1) Comprehend concept of improper integral
(2) Understand the criteria for improper integral
(3) Understand the concept of function T’
FME 57 # (Differential Equations)
EHRS n T ‘
ETAWR /Mo =
Chapter Class
Chapters Key Points
Number Hour
(D BMF R FTRE F o7 RA KA
AR FAE X F
DD ERTEETHEMY> TR —NEBEKS
. 7 A2 0 Rk
By T AR A .
N (3) T MET Wi 2 o A2 49 fif ok
MELETHBEE
W Sy A2
(1) Comprehend the basic concepts of ordinary
4.1 Basic concept of 7
differential equation and systern ordinary
differential equation
differential equation and their relationship
and separable
(2) Master the solution of variable separable
equations
differential equation and first-order linear
differential equation
(3) Understand the solution of reduced order

differential equation
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Chapter

Number

ETAWR

Chapters

R B
Class

Hour

M B =
Key Points

4.2

o T A2 1R
Solution of differential

equation

1
(2
(3
(4

(5

(6

1

(2

(3

(4

(6

)
)
)
)
)

~

~

~

~

~

~

~

2R LRV R T AR 2B 04 A4 R B 84 25
FHRT RBREE My ALY KB Tk
BEHZNRERS FAABHLEN

TR RHF RGN TG REF &
FREFRA fF(OAH—LFILERG G
e()e Lo (x) e cosvt, o (a) e sinvt, 3 &
(A SRR = F A B FREBR
o7 AR A Rk

TRy TR BERMR S, T ARG F
BA Mk

Comprehend properties and structure of
solution of linear differential equation
Master the solution of linear differential
equation with constant coefficients
Comprehend structure of solution of higher-
order linear differential equation

Master solution methods of homogeneous linear
differential equation with constant coefficients
Master the particular solution method of
second-order nonhomogeneous linear differential
equation with constant coefficients and the
function f(a) includes @(1)e” s (x)e” cosut ,
@(x)e" sinut s where ¢(¢) is a polynomial
Understand solution methods of Euler’s
differential equation and the power series

solution of differential equation

By 7 A2H M
R
Preliminary analysis
of qualitative analysis
methods for

differential equation

(1
(2

)
)

(D

(2

~

THaEAARFRIMY AL S
THAZREHFREER T EF&BRLE

Understand the basic concepts of autonomous
systems and stability

Understand the Liapunov method and the
system method for

linear approximation

determining stability
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FRHE LICREGY 7 K H N H (Multi-variable Function Differential Calculus
and Its Applications)

EREE N At ‘
ETAR Mo o=
Chapter Class
Chapters Key Points
Number Hour
(1) TR P .57 694 a)MEA
(2) THR FoFE AE FELEREFHRE
(3) T8 % Uik 4 o 3 MR
%R B AR
- The basic concept 5 (1) Understand concept of the limit of a point set
v of multi-variable sequence in R”
functions (2) Understand concepts of open set, closed set,

tight set and region in R"
(3

~

Understand properties of multi-variable con-

tinuous function

(D) BB S ARG HFHOBE

() THFEFHEHENHE

(3) £ %5 LAA DB FHG KT &
(D) F45H W1k 540 L5 %

(5) TR —AFTEHEGIE IHGHFHY

it H ok
(6) E48 v 77 A2 L0 PT o5 2 69 T2 F 369 1k 4 89
ot
(1) Comprehend concept of partial derivatives of
1855 multi-variable function o o
5.2 5 (2) Understand concepts of directional derivative

Partial derivative .
and the gradient

(3) Master the solution method of partial
derivatives of multi-variable composite
(4

~

Master the solution method of high-order

partial derivative

(5) Master the calculation method of partial
derivative of implicit function determined by
an equation

(6

~

Master the calculation method of partial

derivative of the implicit function determined

by equation system
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Chapters Key Points
Number Hour
(1) B 50 R0 LMy s
(2) FREAALAS DA LMy KTk
(3) FHRRMEH-EMH T %
() F o — A 42 5 6 1 R H A M e
Ak
(5) FR B F A2 A M8 FKE M8
Horik
(1) Comprehend concept of total differential of
- Aoy o multi-variable functions
v Total differential (2) Master the calculation method of total differential
of multi-variable composite functions
(3) Master the solution method of high-order
total differential
(4) Master the calculation method of total
differential of implicit function determined
by an equation
(5) Master the calculation method of total
differential  of  the implicit function
determined by equation systems
(D THEAIHKGEHAIX
(2) BIETA RAALA A 2 RAAL G W&
D ERSABHOBRAEARZ - LR KR NMMLE
EREE RS s
IZXT LTS =
INENER TR0 . .
(1) Understand Taylor formula of multi-variable
5.4 Taylor formula of 3 )
function
multi-variable function
(2) Comprehend concepts of unrestricted and
and extreme value ]
constrained extreme value
(3) Master the extreme values of multi-variable

functions and applications about maximum

and minimum values
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Chapter Class
Chapters Key Points
Number Hour
() ZREOEAIHKGFHEBR,>GOHS
PGS (2) FREEMBHN FHE MG RKB T =
¥R FAE B R TR 0 R
(AR R &y
Derivative and
5.5 5 (1) Comprehend concepts of derivative and
derivation of
differential of vector value function
multivariate vector
(2) Master the solution method of derivative and
value function
differential of vector value function
(D FHREAGEGMESEFar et A
(2) FRMWEIRKGKBF &
% & BT ) FRM @O F @S EE TR ERM
g JUAT 5 R Iy ik
Applications in
5.6 geometry of the 6 (1) Master the calculation of tangent line and
differential for normal plane of a space curve
multi-variable (2) Master the solution method of curve
function arc length
(3) Master the method of solving the tangent
plane and the normal equation of the curved
surface
(O ERTRBEOMELE =T a5 20 KB
(2) T M=) i & o R oh AT &
() FERMAFRE P EINK
7 ) W &89 (4) F KM &0y i R e e R0 7 ik
- SRS A
’ Curvature and torsion (1) Master the solution method of tangent and
of space curves normal plane equation of the space curve
(2) Understand the Frenet of the space curve
(3) Frenet frame and Frenet formula
(4) Master the methods of solving the curvature

and torsion of the curve
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FEANRNE LIRS 2% K H W (Multi-variable Function Integrals Calculus
and Its Applications)

== —H- = A
ETES R At .
ET AR M oE =
Chapter Class .
Chapters Key Points
Number Hour

% & B ARy
RS S MR

6.1 Concept and properties 3

]

(D B ALHHEBRyMES R

(1

~

) ) Comprehend concept and properties of multi-
of multi-variable ) ) )
. variable functions’ integral
functions’ integral

(1) 2 =T AR50 JUAT & L

Q) FR-FRHyEALRLATFRAMLIFRT
o3t F

() TH_—FERyEHLZLFZ TS %

—ERy . . .
6.2 ) 7 (1) Comprehend geometric meaning of double
Double integral )
integral
(2) Master the calculation of double integral in
rectangular and polar coordinates
(3) Understand the calculation of double integral

in curve coordinates

(D FR=ZFRAELALFR BB LFERL
Hom AT R T A Ak

ZERS
6.3 T 6
Triple integral . . . .
(1) Master the calculation of triple integral in

rectangular, cylindrical and spherical coordinates

(D THRERSIUMAERAERS LT . HE
b — s 5 R (de Kt & & AR, AR RS AR AR
RE N RCSEREHTETE)

TR0 A
6.4 Applications of 2

(1

~

Understand the micro-element methods of
o multiple integral and some applications of
multiple integral ) ) ) )
multiple integral in geometry and physics
(such as surface area. three-dimensional
volume, mass,gravity, the center of mass and

moment of inertia)
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Chapter Class
Chapters Key Points
Number Hour
7 I £ R 2 N g ok 0 A 84 HE A
PPN (D THELEZTHRIERFTERI OGS
6.5 Parametric integral 6 o
. (1) Understand concepts of parametric integral
and improper . . .
. . and improper multiple integral
multiple integral
(D) 2RF—RER>LEERY>OHEL
F—BERY (2) ¥RF—AERS L @Ry 097 %
5\
6.6 Line integral of 6 (1) Comprehend concepts of line integral of a
a scalar field scalar field and surface integrals
and surface integrals (2) Master the calculation of line integral of a
scalar field and surface integrals
(D) ZRF_AERy S TRYOGBEES
FoAERY () FRF_BERL S @RI &
5\
6.7 Line integral of 6 (1) Comprehend concept of line integral of a
a vector field vector field and surface integrals
and surface integrals (2) Master the calculation of line integral of a
vector field and surface integrals
(D) ERKARAX
(2) Big-FEBRyLEHRELKG SN,
(3) T a AL #ENELE
4 THHEAMAXEREH RS
, G) THRIALMHEZHH®REETY
AA Ry IR RL
R Rkl S
ERET ) (1) Master Green’s formula
The connection of o
6.8 8 (2) Comprehend the conditions for surface

various integrals and
its application

in field theory

integrals and path independence

(3) Understand concepts of Stokes’ formula and

curl

(4) Understand concepts of Gauss’ formula and
divergence

(5) Understand several important special vector

fields
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e = 5
ETFS 5% 2 5% R A g o &
Chapter Class
Chapters Key Points
Number Hour
(D BMEFAIHERMEE
(2) TR F BRI BAT ISR L
W HR B
7.1 Series with 6 (1) Comprehend the basic concepts of infinite
constant terms series with constant terms
(2) Understand properties of infinite series and
Cauchy principle of convergence
(1) MBI ERARKGLLKEE Fo J K
&
(2) T M J 3R R — B SL A ME A A F
R ik
(3) F 32 ER BRI FHCE N
(4) T %5 BT EEN
7.2 Series with 4 (1) Comprehend the concepts of the convergence and
function terms sum function of the series with function terms
(2) Understand the concepts, properties and
discriminant method of uniform convergence
of function series
(3) Master the criteria for positive series
(4) Understand the criteria for series of variable
signs
(1) PR N R T
(2) ¥8BFASORSR [ 0 LTk
(3) T MRBIHAGH R
(4) FHR¥ R BRI MR BI A Tk
(5) THRBHRAELEMFILF M PRELA
7 3 BB 6 (1) Comprehend Abel’s theorem
’ Power series (2) Master the solution method of convergence
interval of the power series
(3) Understand properties of the power series
(4) Master the solution method of expanding a
function into the power series
(5) Understand the simple application of the power

series in approximate calculation problems
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Chapter Class .
Chapters Key Points
Number Hour
(1) FERKIEAE Lo AXAKA £ F 2 HE
(2) FHR¥ BT HE R BB F &
(3) T M4 2 ek S 308 30 X
i ¥ vt R 3%
7.4 f ‘B_" . 6 (1) Master the Euler-Fourier formula and Dirichlet
Fourier series
theorem
(2) Master the solution method of expanding a
function into the Fourier series
(3) Understand the plural form of the Fourier series

3.1.5 SEISIAYI (Experiments)

58 ZRHE o mow A
Num. Experiment Content Key Points
Hour
(1) #AZ*
(2) FJpAFH %
(3) # ¥ 3bE
(4) HAEEA
(5) #AEA S
A F MATLAB #4437 & (6) #o 7 RO HBALM 7 %
1 MATILARB based numerical 24
solution methods (1) Tterative method

(2) Optimization method
(3) Data fitting
(4) Data interpolation
(5) Numerical integration
(6) Numerical solution of differential equation

REYHEH . VR RA A TR B 2ee Pl

RNEITH  Fh DB (P62 3858 K2 N TR RE A ) | T A 56 Bl 4% (V8 22 5258
K N e Be)

KA E « P9 %380 RPN T RE# Be ARl MU R R i 5 IR B B2
BT TAE
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3.2 “"HUERHBEBAILAIRIEXN
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Course: Linear Algebra and Analytic Geometry
EfBRE: £

Prerequisites: None

¥4 4

Credits: 4
3.2.1 EFEHMRIEA A % (Course Objectives and Basic Content)

A PRFEE N T B2 B AR Ll FEfli B PR
This course is a basic compulsory course for undergraduates in College of

Artificial Intelligence.

AR TR A PN 8 08 3T 6 AR TS AL AR 110 bl R Ji RN T A R ) BR R P A
& E R ENE SR AL e S AR AL AR B b AT A A R — e R R L
Tz 5, W ARTEAEZCA PR TN R T SR s B 800 . X BT LU fil
S A AR AR 0 B P R[] 5 BE AT B S AL 04 N 8] AT I 52 B, DA R o A T S LR
N T R 4 I ) 2 ) B T Y BRI Al

ATRAR J3SRAg A AKS AT ILAT Rl — 1K, 58 T N B AR BB S JF N
Hesr oy M9 22 S0 23 B s B A AU RS LA S A ol Jk AR PR A 3805 il 2 2R R G M
AR ACK S 23 18] g B L AT 94 B AC SR B A B 5 R Ty 3k, 42 w8 3 1 I 2 SR
3 M R R 1] R AR BE 7 o JF DR o > A G IR B ik — 25 2 ] BACKIC 7 B b 22 1) iy
filt o PRAEEHCA D T ER RO R AR R S PR B B SR o 2 TR AR
fifp DR 52 o 1) RSL 1 E 7 A BIGR RL

AURTERY N2 B AE . 479 30 TLA ) S T e 4 1) 5 2 107 T
A2 s ) 5 PG s ) R AR (E A9 R A 1) L O S R A A e AR, PR AR
B — I AT A AT E T HEARE BRIk B R R TR R S
AW LGB, SRR T RS e & ks ARk L IS A
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PG . SENFEA G T LM A 0 A TR A 4 2 R Ak i AR AR L e M A e Y
M RN 5

This course has supported various important theoretical progresses to the rapid
development of computer and artificial intelligence technologies in recent years. For
example,computer vision and image processing can essentially be viewed as vector,
matrix or geometric operation. At the same time, this course simplifies the content
and weakens the complicated operation skills in teaching,so that students master the
necessary theoretical knowledge and take more time to practice, which would lay an
important theoretical foundation for the future study of computer science and
artificial intelligence.

This course seeks to integrate linear algebra and analytic geometry together,
infiltrate the contents of mathematical analysis, and provide the necessary algebraic
and geometric basis for the multivariate part of mathematical analysis. By studying
this course, students should systematically acquire the basic knowledge, theory and
methods of linear algebra and spatial analytic geometry, improve their ability to
analyze and solve problems with the knowledge they have learned, and lay the
necessary mathematical foundation for learning related courses and further studying
modern mathematics. In classroom teaching, this course takes the thinking of
mathematical modelling into theoretical teaching to cultivate students’ ability of
innovative consciousness and the ability to solve practical problems with linear
algebra knowledge.

The content of this course mainly includes determinant, matrix, geometric vector
with applications, n-dimensional vector and system of linear equations, linear space
and Euclidean space, eigenvalue and eigenvector, quadratic surface and quadratic
form, and linear transformation, etc. Chapter 1 introduces the determinant and
discusses its basic properties and calculation methods. The basic concepts and

operations of matrix are introduced in Chapter 2. In Chapter 3,the concept of vector
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and its linear and multiplication operations are firstly introduced. Moreover, the
concept of vector coordinates helps to transform vector operations into algebraic
operations,and then the planar and spatial straight line problems can be studied by
vectors. In Chapter 4, the basic theories of vector correlation are discussed,and the
methods to solve the system of linear equations by using tools such as matrix and
vector are also introduced. Chapter 5 introduces the concepts of linear space and
Euclidean space,and discusses their basic properties and basic structure. Chapter 6
introduces the concept, properties and calculations of eigenvalues and eigenvectors,
and then discusses the problems of matrix diagonalization and typical application
examples of eigenvalues. Chapter 7 focuses on the theory of quadratic correlation.
Chapter 8 introduces the basics of linear transformation,including the basic concepts

of linear variation, matrix representations of linear transformations.

3.2.2 IRFRIEARE UL (Course Arrangements)

&R E S AT LA

RERZWR Linear Algebra and Analytic Geometry
FREE | | TR | R | mEA o y—
®o A K| A | K| A | K| A O

MR | AFAIE 5 IR LR B RIS WA LT (1)
5 8 e HEMAFEATH R
— LEs (#;) B 3 5 A o (6)

: 64 5 B *%%%i’rli Eﬁ?bti:iﬁi(@
sE (3R 64 F 8 K% 0 F8) %%%ﬁﬁﬂﬁﬁﬁm>

PRk (2)
RIRF B RE P62 F A, A )
2l At (2 F D) (25

EEIRE | L
BERE
HEAR | REHF L 8 F

EARX | BFAAF ARG S 30%, FartEdk & 10%, BLHAF KR4 & 60%
SEHH | KK, TSR EBREE MM, 7. FHFHF B mAE,2015.
SEEN | RRE ABRRAHFEEDAMAM]. K. HFHF EHMKAE,2018.
Hftufz 2
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3.2.3 FAEHMMIZE AR Z K (Teaching Objectives and Basic

Requirements)

(1) RGEHEARITHN L G BE U ] S R o 4 o 5 vy R b s
[i] 5 R FG 28 18] (025 ) R AE (B 5 R AE ) L R il 18 5 R 2R A e () B I S AR
AR SEA S 5 A

(2) fEFFEMBERRET

(3) YRR W R AR AR ) (i 52 4k e ) Fn2s R AL L6 )+

(4) RBAEAZ FH T AR BRI 1R 2 40 B A e [ 3T,

3.2.4 BN B2 HE(Syllabus and Arrangements)

Fg—F 1793 (Determinant)

EREE N 3 At :
EHEW M OR R
Chapter Class
Chapters Key Points
Number Hour
(D 2B X5 — k= &k 72a R
(2) n B-475) K 89 2 3L
RAEN SRV (3) 475 Xy R A MR
1 Definition and 5
’ properties (1) Solution of the 2nd order determinant and a
of determinant kind of bivariate linear equations
(2) Definition of nth-order determinant
(3) Main properties of determinant
(D £ =475 X6 43 5 3 5F
. (2) MWk A
179 X, 49 3 I ’
1.2 The calculation of 2
) (1) Conversion and calculation of the upper
determinant ) )
trlangular determinant
(2) Application of the reduced order method
(D FEEEFMN a2 AR B R
. ERE X3l )
' Cramer’s law (1) Theorem, inference and applications of
Cramer’s law
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EZE i Matrix)
EHFE e \
Chapter LI Class AR LS
Chapters Key Points
Number Hour
(1) 44 ey hEd
(2) 4B M0y AR 4033 5
(3) #EMEM9 45 B
SRR B 4) F B a547 3] X
2.1 Matrix with
operations (1) Concept of matrix
(2) Algebraic operation of matrix
) (3) Transpose of matrix
(4) Determinant of square matrix
(1) # 48 1%
(2) HFRE4E M50 2 S 2B Fedfe i
9.9 i 4B %
Inverse matrix (1) Inverse matrix
(2) Definition of adjoint matrix with its theorem
and inference
(D) T4EH
o s A iE (2) 3 sE 1%
2.3 Partitioned matrix 1
and operations (1) Submatrix
(2) Partitioned matrix
(D) MEFEHLEmF4HESE
(2) B 48 15
ME TR LA F IS (3) BT 4E %
54 Elementary )
transformation and (1) Elementary transformation and elementary
elementary matrix matrix
(2) Echelon form
(3) Re-discussion on reversible matrix
(1) 4E M6y 4k 9 2 L Ao Al X 3 i
2.5 2 o % 1
Rank of matrix (1) The definition and related inferences of rank

of matrix
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F=F JLfam i & H N A (Geometric Vector with Applications)

= —H- (=] Ny
ETES R At 3
ETAR OB &
Chapter Class X
Chapters Key Points
Number Hour

(D &Z kR

(2) MEH L iE

() MmEEL. L@ ALLLFAM

() ZE 2T R L &2 LAR

R K

3.1 Vector and linear 3 (1) Basic concept of vector

operations (2) Linear operation of vector

(3) Necessary and sufficient conditions for vector
collinearity and coplanarity

(4

~

Spatial coordinate system and coordinate

of vector

(D) mBAEEHARER(AR IR
(2) mMAmEN @ ER(AR IR

HER . GER, (3) RoH
AR
3.2 Quantitative product, 2 (1) Quantitative product of two vectors (inner
vector product, product,outer product)
and triple product (2) Vector product of two vectors (inner product,

outer product)
(3

~

Triple product

(D FaEeys

(2) AT @y 12 E % A
(3) =oAL A

) BEAXGIZE XA
5) A&LF@e1EE X A

. \ (6) 3B &
T A ] A

Plane and space line .
(1) Plane equation

(2) Positional relationship between two planes
(3) Equation of space line

(4) Positional relationship between two straight lines
(5) Positional relationship between line and plane
(6) Distance

030



B3F “HESHITRER

FME » dim =54 4 (n-Dimensional Vectors and Systems of Linear
Equations)
RS N ey :
ETAR Mo o=
Chapter Class
Chapters Key Points
Number Hour
(D n AEBEFTEA
(2) Huk
(3) &My fme it
. (4) #3%
WUk
4.1 2
Elimination method
(1) System of linear equations with n variables
(2) Elimination method
(3) Solution of system of linear equations
(4) Number field
(1) n e AR EHiE
() &aMEAF5%Fhas
B E ALY KM AR XK (3) ML ELHELX
4.2 Linear correlation 3
of vector groups (1) n-dimensional vector and linear operation
(2) Linear representation and equivalent vector
(3) Linear correlation and independence
(D mBAORRRLASL & F A%
(2) mEANKE LRGN X Z
) 48 K ] )
4.3 2 (1) Maximum independent group of vector group
Rank of vector group
and rank of vector group
(2) The relationship between rank of vector group
and rank of matrix
KoMy A2 40 (D FFh&hra
4 (2) EFR&MFTRA
4.4 The structure of 3
solutions of (1) Homogeneous linear equations
linear equations (2) Nonhomogeneous linear equations
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FHE B 5RKICZS A (Linear Space and Euclidean Space)

= —H- (=] Ny
ETES R At 3
ETAR OB &
Chapter Class X
Chapters Key Points
Number Hour

(1) &M ) 6y E 3L

(2) &A= R AR R
(3) &MFE a2
(1) K dAe & 2 0 A AT
(5) AT#HLLHFEHR
(6) KHZEEH#H
EXEAALEEE N (1) F AL fa

Basic concept

l
[
ol

of linear space (1) Definition of linear space

(2) Basic properties of linear space

(3) Definition of linear subspace

(4) Coordinates of bases,dimensions and vectors
(5) Base transformation and coordinate transformation
(6) Isomorphism of linear spaces

(7) Intersection and sum of subspaces

(1 AREHEERKR

(2) e Ak A

(3) Arfe ERA AL KK R
(4) H&4548-76 55 45 ERALT &
(5) B 4B

(6) 4B 45 QR 4 M

B 2 A A (1) EX&HPRL =R

5.2 Basic concept of 5 ) ) )

) (1) Inner product and its basic properties

Euclidean space

(2) Norm and angle

(3) Standard orthogonal basis and its basic
properties

(4) Gram-Schmidt orthogonalization method

(5) Orthogonal matrix

(6) QR decomposition of the matrix

(7) Orthogonal decomposition and least squares
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w
gl

FEANE  FIFE S5 %RE 7 & (Eigenvalues and Eigenvectors)

ETEFS R B

EWAER MO =
Chapter Class
Chapters Key Points
Number Hour
(1) #4455 #5426y B9 2 3L
4B 5 &9 45 FEAR . . - .
2 4E =3 . 4E % IR = 4E 52 b
. (2) HAEF A2 AL % R K 5 H 42T = 18] 69 52 L
6.1 Eigenvalues and 2

. (1) Definition of eigenvalues and eigenvectors
eigenvectors of . .. . .
(2) Definition of characteristic equations,characteristic

matrix polynomials and feature subspaces
(1) A8 4 F
AL AE T 15 4B (2) 4B 1T x4 /4 4 89 4 4
a4 A8 xF A 4l (3) 52 AR 4E 04 2T A AL
6.2 Similar matrix and 4
similar diagonalization (1) Similar matrix
of matrix (2) Condition of matrix diagonalization
(3) Diagonalization of real symmetric matrix
(1) — £ % AHEEMS F AR KR
(2) EMAEAF) 5 X 7 X094 gk
5 1 4
6.3 Az R 2 2 (1) Solving a class of linear differential equations

Application examples . ..
PP b with constant coefficients

(2) Matrix solutions of Fibonacci sequence and

recursion relation

FgEE wihms B (Quadric Surface and Quadric Form)

== —H- = A
ETES R At .
ETAR oM OR R
Chapter Class .
Chapters Key Points
Number Hour

(1) @5 E N &0 7 42
(2) & 4T, kT

(3) 5 AP A oy =k wh @

4) 4 A d@ e ARG LR

N 5) & B
5 ] (5) ERI R %kay A

7.1 Surface and 3

(1) Equations of surface and space curve
space curve

(2) Cylinder,tapered surface,rotating surface

(3) Five quadric surfaces typically

(4) Projections of four kinds of surfaces on the
coordinate plane

(5

~

Sketch of the space area
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S
ETES . i3 B .
EHEM M o A
Chapter Class .
Chapters Key Points
Number Hour
(1) Z B R LM E T
(2) ZR A dy4x A
(3) &R T # 5B ML
(4) B kA
. (5) =k v & 09 A7 7 A2
7.2 KR 5
’ Real quadratic form . . . )
(1) Quadratic form and its matrix representation
(2) Standard Quadratic form
(3) Congruent transformation and inertia theorem
(4) Positive definite quadratic form
(5) Standard equation of quadric
EINE LMW (Linear Transformation)
== - = 3
ETES _— i A .
ETAR MmoiE &
Chapter Class .
Chapters Key Points
Number Hour
(1) BT Hay e LR ELERBR
(2) # 5Lk
‘ . 3) Sk He ey iE
81 T RS (3) sir ARz
8.1 Lmear.transforn-latlon 4 (1) Definition and basic properties of linear
and its operations .
transformation
(2) Core and range
(3) Operations of linear transformation
(1) &M THGESR
KoM T B 4B R TR (2) KB F AR AT 642 0885 % A
g 9 Matrix representation 4
’ of linear (1) Matrix of linear transformation
transformation (2) The relationship between matrices of linear
operators with different bases

REYHEH VR RARA SR B 2ee Pl

RGEITH  Fh DB (P42 5858 R~ N TR R~ ) | T A 56 B 2 4% (V8 22 525
K N e Be)

R E « PY %S R E N TR e BE AR AR R B 5 IR AR B B A R
BT TAE

034
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3.3 “TEHBMESALERMNHAFEMIREXN

IRIEAIR . A F B A A ) B A A

Course: Math Foundation of Computer Science and Artificial Intelligence

FIEIRTE. THBF SN EREREKS BT

Prerequisites: Mathematical Analysis for Engineering, Linear Algebra and
Analytic Geometry

¥4 6

Credits: 6
3.3.1 R HRRIEA %8 (Course Objectives and Basic Content)

AR e N TR RE 2= B ARl il LB 2R
This course is a basic compulsory course for undergraduates in College of

Artificial Intelligence.

T A A S T R AL T RE 2 B 1 ResA R A R T BEARTRAR L R
AT -

(D AT REA SC A 5T 55 52 B B0 22 K0 MR D 2R A, T 2 0T e i e At %K
R TRMECA A ARIEBCS M AT JLAT AR G S R L e R pR RS R
TR KR L BE AR S Y A > FT T R SRR (RS AT FE 3 A A 0 OR3P e (A
B E S A BEIE 55) L X 26 ) 280 e A PR A T AT A 4 5

(2) FB53 A (NI FE B 23 B 45 AR H AT SR AR v A9 e (BN TR RE D )
(R AT 5 15 10 T s 28 SR A T e ik 86 P 2 A DR K X R 0 P9 R AT B TR R
AERPER A4 .

“TFEALR AN TR RE R U7 SE " IR T e B N A EZ A LU 6 78 KL
R AESIR S AL A B VBN S N R G B BOETE R A A B b
FRATTRE F TR 2> N B i 24 0 “ B0 287 2 R O X B AT M AT RGN AR AT RE R A 4 o
A T AN PR I AR AL B ATEAT B B 4 P S Bk TR R X SRy 5N T
e~ AR W B DI N R AT IR AR A 21 b, B 22 60 5 i R 02 B RO ) 222 9
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BWHAGHEE TESWEAME S5EB8 A6 008 L o] 5k & 4]
AR & BRFEESFNE s BHRWI DAL S B SEAME 2 REIR 1 R B 45 o8 255 R P S5 NI
W32 A T 40 SR L (R0 43 B = 4 WIAE 30 A P9 2 s BUME VT A f 45 B
SRR R il AR L T R ) R AR 1 R T R L RIS v R B (L T T
FENE s BRI L WA & T LA SE Al TC 2 SRR A S 2 A AL SR N 25

X EIR N O N TR BB BE A AR HE— 20 o7 2] RS BRAT R LS8 i KL
SELhl, Hop B E AR AN TR S K¥IRZ — MRS £ IR BIS 3 A,
W22 40 B BT S PR R Y LAl s SR B A G w20 w] DLAE B 2e AR A A S
AT IR G 40T I o I AR B el s BRI 25 T O A A B G AR 2 ST D) Rt
> B 25 A A PR AR AT T A S Bl 5 RE R A B B 27 >0 n] LAY B2 AR B G A
L I 3 — 5 T LG BT R DA 2 20 R SR el 3 A B TR R s B O e AR AR S
B rb ) 3 S A e A T 502 (B R T T St s T D0 Ak B9 00 28 B A 48 0% 5 0k mT DA 2
A T 38 B S 1) 80 I 2 2 B fa) X [ 70 B G b AT A 5 D0 A SR A

PRAE R TR h 5 ER 5 /A 2 ST A 4 6 BB, IR Bl 2 DU/ Ie L H Al 55 2
B i A A R EE BR AR B DR S BJS G R ER RR e AE TSR N
TR RE2E R b 3 B (Y 0] RUSE g FE A, DR R 38 S KA M R B A g AR S B A S R A
T T — A5 iR S R kS S A T A R [ A BE ) L B R g A i SRR RE O L B AR S
FERIE VIR A B B 2 AR A R AF 0 5250 T A R A ) BT AEAT T R 1Y
Al

To further strengthen the students’ mathematical foundation on computer
science and artificial intelligence, the course is offered specially. Its main purposes
include the following two points.

(1) Although other mathematics courses, including Mathematical Analysis for
Engineering, Linear Algebra and Analytic Geometry, Probability Statistics and
Stochastic Processes, Complex Variable Function and Integral Transform, Game
Theory, have laid a good foundation for students on the study of related fields, there
are still some contents that have not been covered, such as numerical computation
and optimization theory. These contents will be included in the course " Math
Foundation of CS and ATI".

(2) Some contents, such as matrix analysis, have already been introduced in
other courses, but research and application in the field of artificial intelligence require

a deeper understanding of these contents. This cource will provide move in-depth and
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targeted introduction to this part.

The main contents of this course include the following six parts: Mathematical
Logic, Set Theory and Combination Analysis, Graph Theory, Matrix and Rigid Body
Motion, Numerical Computation, Optimization Theory. The part of Mathematical Logic
includes two chapters; propositional logic and predicate logic; The part of Set Theory
and Combination Analysis includes basic concepts and operations of sets, combination
analysis, and countable set & uncountable set & Cantor Set; The part of Graph
Theory includes basic concepts of graphs, special graphs., and trees; The part of
Matrix and Rigid Body Motion includes Matrix foundation, applied regression
analysis, and rigid body motion in three-dimensional space; The part of Numerical
Computation includes four chapters: mathematics basis of numerical computation,
numerical solutions of nonlinear equations, numerical solutions of linear equations,
and function interpolation and approximation methods; The part of Optimization
Theory includes basis of optimization, unconstrained optimization, and constrained
optimization,

By studying the above contents, it lays a solid mathematical foundation for the
further study and practice of undergraduates in Al College. Mathematical Logic is not
only the basis of the follow-up contents in this course, but also is the basis for the
study of proposition representation and reasoning, logic circuit design, etc. The
study of Set Theory and Combination Analysis can help students better use sets for
expression and analysis, and lay the foundation of probability theory. The knowledge
in Graph Theory provides some good ideas in programming, and it also is a basis to
learn the course " Data Structures and Algorithms". Matrix is an important tool
which can help students to analyze and solve practical problems well. Numerical
Computation lays a foundation for students to solve various mathematical problems
by computers. The methods introduced in Optimization Theory can help students
think about how to solve problems arising in practice.

The course adopts the group learning supplemented by group discussion, daily
homework and other teaching methods, to strengthen the students’ understanding of
the mathematical knowledge and methods, which is the mathematical foundation for
better use of mathematics knowledge to solve problems of computer science and

artificial intelligence in the future. The course also further strengthen students’
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ability to analyze problems and solve problems independently via large course
assignments and algorithm programming, which can train comprehensive design and
innovation ability. Moreover, this course will cultivate realistic, serious scientific

style and good experimental habits, which can lay a good foundation for future work.

3.3.2 RFEIEAE ML (Course Arrangements)

FHMAF AT R AR

3 =} Fy
LEty Math Foundation of Computer Science and Artificial Intelligence

- Y = &£y Y : =0
S T Bl Ml M % 5 it

A & A2l & A& & | A I A AT (12)
N : N T ) - &R A S AT AT (D)
IRIERE L AA AR F S %It R LR s TEMAEL AT R
% 4 6 %4 (s | BHE (6

96 2 at E Gt B AL AR (D)
B E . . . N AX RS RS THGB)
(B3R 96 FBF, 58 0 F ) BB (D)

7 v e % 15
ﬁi;ﬁ AP (96 F B (;;\) /

FEIBIRTE | THKF M EERES A IUT

BERE | AT MEFET

HEAR | REHKFRS/EL

EBRARX | £XRGE 7000, PR (FL RAFL  EAMERF)SE 200, FHE 10%

1. BeE =, B F[M]. 7. F4eXFER4,2013.
2. FHR. I HEFEIM] w., &F Tk g4, 2018.
3. I RRE kAR, R HIM] bW HFHRF HRAL,2010.
4. B, B FE (M) AT FAe K R4k, 2018,

SEHM

1. Lehman E, Leighton F T, Meyer A R. Mathematics for Computer Science[ M J.
Cambridge: MIT Press,2016.

2. W& EHEA L B AIMI] dw . &4 K5 hmak, 2016,

3. ATBERE X WL S = 3 AT [M. A6 P B AR K B AR, 2015,

SERP | 4 FHE. HMAREAF EIM] T WK P HMRAE,2018.

5. Boyd S.Vandenberghe L. & 4AL[M]. 2 H 7, #F R, ZeK.&F. L7 FHERXPH

Mok, 2018.
6. HAM, KA, E. A SLAM + w3k, AEAF EZEH[M]. R, &F T4tk
#,2019.

Hitlz 2
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3.3.3 B HRMIIEAR K (Teaching Objectives and Basic

Requirements)

(1) B4 iy A2 8 v B A R 5 Ak L i AL X e 23 28 AR (IR 0 M = 5 A 11 32

WAHEBLIE T T RE S
(2) TR B3 1 2 48 v (9 5 308 B R L O = 2 P T 1 %2 8 258 1 R TR
s

() ABEAGWNEAMES BEAZHSEGICRNITTEO & P HHE 50
TEXEG B 2 HAE D BT R HAT A, TR R T Oy R 0 Bk B R A
7

() PffTCPRAE B9 S TN TR . T ff AN T B TR DLAR B W34, T iR HE 4R

(5) T fiff TR () BE A & 0 2 25 (BRI B 38 s O 125, 2 408 — S DL 10 5 0K 81 0 T i
S Y ] S AR AR B R S A A B O i

(6) BEREAR TR M7 AR AR BRI & o0 5 K-SVD Bk, 248 76 i A

W 7 A SR Al 1) 8 D7 05 5
(7) FAZERE R A5 1o 45 1R RSP 05 U] 2 2 1) P SR 5k U e e 2 o )8 2 902 22 T i
TR 9 22 o0 P Bl 7 3%

(8) FAIREEYR I 8 4% I A2 40 I R R I SR IR R B A S AR s 2 2
i B 1oy ek S DU TR T AR R A AR B AR A B A P b A R R O R

(9) B4R T 00k Ak AR | s A3k AR S AR L O R Y B A L B
W TH Tk T i R I AR S5 2k D R A A R % 5

(10D ZATEAAS ) A7 (EL L 2 00970 (L 5 0% DK R 47 {0 0 A 4% 4 {0 2% 22 200 54 1 0 20
B (ELAY 77 1, 4 e — B0 3 A s F 7 a0 B

(11 B AU A IR A S 8 T o™ ok BBORI ™ D8 Al B M2, 2 2 M P 3 4 20 13k A
TR R AT

(12) 4R el TRk Ak ML e ph BE VA S T A R 7 ¥ 5 1 i 5 s AR
A 55 32 A0 A R — R Y i A L

(13) AR C i F M MATLAB SEAFHUE T AL 2 5230,

3.3.4  FEWNZE S22l (Syllabus and Arrangements)

F—&49 B2 (Mathematical Logic)
F£—F P24 (Propositional Logic)
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== —H- = 3
ETNEFES i B
ETEWR I
Chapter Class
Chapters Key Points
Number Hour
(D AR H AL
(2) BREE (T RIRLE W SR LE# AR L
G AR 5 AL BT 4 9 R BRI
r Symbolization of )
’ propositions & (1) Propositions and their real values
connectives (2) Connectives ( negation connectives, conjunction

connectives, disjunction connectives, conditional

connectives, biconditional connectives)

(1) 48X B R AA
(2) Afak

PO
A2 (3) EEX.FHX.THhLX

Propositional
1.2
formula & . .
. (1) Propositional formula & assignment
classification 2
(2) Truth table
(3) Tautology,contradiction, satisfactable formula
. . (D E#HHM
s S A
’ Equivalent deduction
(1) Replacement rule
(D HRFEX AR X
2 i#ﬁﬂli&i&‘}‘/;}ﬂimi
1.4 2 (1) Disjunctive normal form and conjunctive
Normal form
normal form
(2) Principal disjunctive normal form and principal
conjunctive normal form
B LG (1) Bgiabhad
1.5 Set of fully capable
connectives (1) Set of fully capable connectives
2
(D #7422 2k
16 I 22 52 i

Reasoning theory
(1) Premise.,logical deduction,conclusion
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18 1) 1% 38 (Predicate Logic)

“BFE5G T IRERE

W
w
gl

e = 5
ETES 5% 2 5% R A g o &
Chapter Class
Chapters Key Points
Number Hour
(1) ANk 37 3
(2) BAEE#E 2HFFH
A E AR (3) 4§ M8 19
2.1 Basic concept of 2
predicate logic (1) Individual term, predicate
(2) Existential quantifier,universal quantifier
(3) Characteristic predicate
18 18 1 4 A X (1D &XAX
INEWS 23 (2) BRAFHX . FEHEX T EX
2.2 Well-formed formula in 2
predicate logic and its (1) Well-formed formula
interpretation (2) Tautology ,contradiction, satisfactable formula
78 18] 37 5 48 X (D FEX
R SN (2) B REX
2.3 Logical equivalence 2
and prenex normal (1) Logical equivalence

in predicate logic

(2

Prenex normal

EE5 W HHE M (Set Theory and Combination Analysis)

LA ) FEAME 2 A1z 5 (Basic Concepts and Operations of Set)

== —H- =} 3
ETES i3 B .
ENAWR MO o=
Chapter Class
Chapters Key Points
Number Hour
. (D) FTH. .28 %%
\ AW R A A TH. 2% %%
’ Basic concepts of set
(1) Subset,empty set,power set
(D & & A%
9 (2) =3 2
Lotk KE (3) XK A
3.2 Basic operations
of set (1) Union set,intersection set,complementary set
(2) Symmetric difference
(3) Venn diagram
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gk
ETES i3 A .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
. (1) a2HFRE
s o b A B o , ’
o Cardinality of set o )
(1) Principle of inclusion and exclusion
FME 4452 % 4 (Combinatorial Analysis)
ETEE . et ‘
ETAWR MoE =
Chapter Class
Chapters Key Points
Number Hour
(1) ik iEn
e ik ik W e R vk (2) Fe ik
4.1 Sum rule and
product rule (1) Sum rule
) (2) Product rule
A AT B (D) #3284
R e (2) 4%
4.2 Counting method of
permutation and (1) Permutation,combination
combination (2) Multiple set
) (1) #A
# AT AR (9) i3 2
EN
s R 5 m )

Solution and application

of recursive equation

(1) Iteration

(2) Recursive equation

FRHE  AEE ASTEE FEFLE (Countable Set, Uncountable Set, Cantor Set)

ERFE . B ‘

ETAWR MoE =
Chapter Class

Chapters Key Points
Number Hour

(1) w4t B4 o
BeS AT S THRE (2) TH%E
5.1 Mapping,counter 2

and countable set

(1) Mapping,surjection,injection, bijection

(2) Countable set
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SRS S B AR B

S
== —H- = K
ENES . iR .
ENEWR Mo =
Chapter Class
Chapters Key Points
Number Hour
(D) RIEMEZE RTHE FEGH 0B N
R HE FH0H 5
5.2 Uncountable set,
cardinality of set., 5 (1) Cantor’s intersection theorem, uncountable
set,cardinality of set,Bernstein’s theorem
. . (1) %
] J 3¥ 3 it
5.3 .
Cantor set .
(1) Cantor set

%Eﬁ‘ﬁj\ K84 2 (Graph Theory)
ER

P 1) B A E 2% (Basis Concepts of Graph)

== —H- = Y
ETEFS TR BT .
BENAR MmoR o=
Chapter Class
Chapters Key Points
Number Hour
(O Ae B A6 H
(2) M &4 T2 @R M
R B A A 6 k EFRE EORS
6.1 Undn;lezl.ed gr}iiph 2 (1) Undirected graph,digraph
and digra
grap (2) Vertex, edge, handshake theorem, graph
isomorphism
OPRFON-FONUE R ENE A F A E LR N
1 2B 5
BH =K H (2) %38 TiK  EE £ A3 E
6.2 Y i A8 9
’ Pathway,cycle and (1) Path, cycle, simple path, simple cycle,
connectivity of graph primary path.primary cycle
(2) Connectivity, reachability, vertex cut set,
edge cut set
_ (1) ERFRIEE ARHE4E T 4B I
6 4 T A ¥ U AR BEHE TE T IR 4B
. Matri s i
6.3 atrix representation 2 (1) Incidence matrix,adjacency matrix, reachability
of graph .
matrix
1D mEHKZE I %
R, EZ; 2;& s
6. 4 KRR IZFEE 9
Shortest palh,cr}ncal (1) Shortest path,critical path
path and coloring .
(2) Coloring
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ELE  FFIRMIE (Special Graphs)

EREE . At ‘
ETAWR MoE =
Chapter Class
Chapters Key Points
Number Hour
N (1) ==
7.1 = A :
Bipartite graph ) (1) Bipartite graph
)t
- B 4 B (D) Rz A
Euler graph (1) Euler graph
vA 52 R
b B (1) & m A
73 Hamilt h
amiton grap 5 (1) Hamilton graph
1 -F N ESHAE
+EH (H FaEH FAA R
74 Plane graph
ane grap (1) Plane graph.Euler’s formula
FENE W (Tree)
EHFE " ey ‘
ETEWR Mo =
Chapter Class
Chapters Key Points
Number Hour
VACE: N (1) @At £ mAt
8.1 Undirected tree and 2
spanning tree (1) Undirected tree,spanning tree
(1) Medh . = X Ht
AR B 5 ) (2) mRAENED
8.2 Root tree and 2

its applications

(1) Root tree,binary tree
(2) Best prefix code

FMEBS  HEFFE S5 NIAEZ 35 (Matrix and Rigid Body Motion)
FENE  FEFEIEM (Matrix Foundation)

ETRFE N iR B ‘
ETAWR /MmoiR =
Chapter Class
Chapters Key Points
Number Hour
(1) #AEAE 5 H 42 618 S AE % 7 X,
(2) R4
- 5 45 0 41 ; I A

Eigen analysis

(1) Eigenvalues and eigenvectors,eigen polynomial

(2) Principal component analysis
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ET AR moiE &
Chapter Class
Chapters Key Points
Number Hour
(1) ¥4 RTF
E ] bb 4 5 ¥ 4
9 2 B0 R 3 ) (2) He+T R 4E 5 5 4F 48 %

Derivation of matrix L . .
(1) Derivation of function matrix

(2) Jacobian matrix and gradient matrix

4B M09 F o it (1) 55
9.3 Singular decomposition 1
of matrix (1) Singular decomposition
(1) J Lif 4%
X iEER S (2) ®/h= ik
9.4 "=k 2
Least square method (1) Generalized inverse matrix

(2) Least square method

(1) # 3 A AE
(2) # T4 72209 LR
9.5 B4R E ) (3) K-SVD # i

Sparse matrix .
(1) Sparse representation

(2) Solution of equations with sparse matrix

(3) K-SVD algorithm

g+3Z B (Applied Regression Analysis)

== —H- = 3
ETNES i B .
ETAR Mo =
Chapter Class
Chapters Key Points
Number Hour
w2 P A AR S (D ZEEWLIT LR DR
£ e )2
10.1 . . . . . .
Overview of regression (2) Statistical relations among variables, regression
problems analysis

(1) — A& Hw)a
2 (2) $ A& Kw)a

TR (3) T F 46 1% KMk

Linear regression

10.2
(1) Simple regression

(2) Multivariate linear regression

(3) Hat-matrix method for linear regression
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EnEE N At :
ETER /Mo oiE =
Chapter Class
Chapters Key Points
Number Hour
(D) AFFTHXEAREAF T AL R
RIS fett () &HFARE R H
AR % b " o
10. 3 Multivariate correlation 2
(1) Unsigned correlation coefficient and unsigned
and conditional
] uncorrelation coefficient
uncorrelation
(2) Conditional uncorrelation coefficient
(1) Z2RAX= )2
(2) H b3k &Kok = 2 A
I & w )2
10. 4 1
Nonlinear regression ) )
(1) Polynomial regression
(2) Other nonlinear regression models
E£+—F =4iss[EWI{fiz3) (Rigid Body Motion in Three-Dimensional Space)
E%FE e )
ENEWR MmoiE &
Chapter Class
Chapters Key Points
Number Hour
- . (1) B, 2R, 3%
Ko F % AR
11.1 Algebraic svst
gebraie system (1) Group,ring, field
(1) 4 M5 4% E L SOG)
(2) T 4S5 H 2%k kXA SE3)
4 (3) #itd &5 WL
Al Kz
11.2 . V2 3 . (1) Rotation matrix and special orthogonal
Rigid body motion .
group SO(3)
(2) Transformation matrix and special euclidean
group SE(3)
(3) Rotation vector and quaternion
(D F#H FRH
(2) SO(3) kw4 45 2wk 5
B FR K (3) SE(3) Lkt 45 # we 43
11.3 Lie group and 3
Lie algebra (1) Lie group,Lie algebra
(2) Exponential map of SO(3)
(3) Exponential map of SE(3)
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FRES  FEITE (Numerical Computation)

F+-F BEITENECEELM (Mathematics Basis of Numerical Computation)
ETES i3 B .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
. (1) HALME 5 185 B4
AL A .
12.1 Introduction to . ) )
. . (1) Concepts of numerical solution and approximate
numerical algorithm }
solution
16 i Fm 4B M 5T 4L A (1) & 2wy s
12.2 Norms of vector
and matrix (1) Norm definition
- (1) % £ 455 3L
x £
12.3
Error
(1) Definition of error
F+=F LM EAEEM T (Numerical Solutions of Nonlinear Equations)
== —H- = 3
EBES iR B .
BETAR moiE &
Chapter Class
Chapters Key Points
Number Hour
A & M oy A2 9 A (1) &M PA
13.1 Nonlinear equation
problem (1) Nonlinear equation problem
i (1) =4k
13.2 Dichot thod 2
tehotomy metho (1) Dichotomy method
4R ik R ik (1) 47 Xk
13.3 Newton’s iterative
method (1) Newton’s iterative method
(1) 3% .5 2Z480% W EZ8 %
13. 4 #h &
: Chord section methods (1) Single-point chord section method, double-
point chord section method
2 (1) Ry Ex Kok
S b e
- Py (2) W HUHE R K S
lterative methods (1) Fixed point iteration method
(2) Convergence property,order of convergence
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E+HE LM RAH M EUEM 2 (Numerical Solutions of Linear Equations)
== —H- = 3
HEES EH LW Rt m R A
Chapter Class
Chapters Key Points
Number Hour
ZR0ME Oy A2 48 19 AR (1) &mERAa
14.1 Linear
equations problem (1) Linear equations problem
(D JIH L&
(2) ZAF &M ALK
& AT Tk (3) & H-2 B Tk
14. 2 Gauss elimination
methods 3 (1) Gauss elimination method
(2) Principal element Gauss elimination method
(3) Gauss-Jordan elimination method
(1) 4% = A4 ik
4B Ik o MR & (2) 5 8 K o g ik
14.3 Matrix decomposition
methods (1) Matrix triangular decomposition method
(2) Cholesky decomposition method
(1) RIEZFI A IR R A
(2) mEFTRME FHH
. % E 5
’ Error analysis (1) Tll-posed problem,ill-conditioned problem
(2) Tll-conditioned equation system,condition
; number
(1) AT bk Kok B M-8 R AR &
(2) #ARF S
145 #* Kk
Iterative methods (1) Jacobi iterative method, Gauss-Seidel iterative
method
(2) Convergence of iterative method
F+HE REUHE5EIT 7% (Function Interpolation and Approximation Methods)
SRS % & Rt moR A
Chapter Class
Chapters Key Points
Number Hour
(1) #EME ey K R4
&R AEIE L & S (2) B oy R A
15.1 Function interpolation 1
and approximation (1) Concepts of interpolation
(2) Concepts of approximation
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RPES EHER Rt a R A
Chapter Class
Chapters Key Points
Number Hour
(D BRPABIEE. 2 BREEEE F ARG %
RRAFIGE A S 451E
152 WAL T & A
: Interpolation methods (1) Lagrange interpolation., piecewise linear
interpolation, Newton interpolation, Hermite
interpolation, spline interpolation
& E g ARE (1) F ey AR
ERSAKX (2) EX AKX
15.3 Innerproduct of
functions and (1) Innerproduct of functions
orthogonal polynomials 3 (2) Orthogonal polynomials
(D Z#E—%BHE
& R AR B S (2) ZAEFHiEL
15.4 Optimal approximation

of functions

(1) Optimal consistent approximation
(2) Optimal square approximation

FNEBS  LALHIE P (Optimization Theory)
F+xE ik (Basis of Optimization)

EREE N At :
ETEWR MmoiE o=
Chapter Class
Chapters Key Points
Number Hour
(1) AL ) A
(2) & ket R4 Rt
(3) ZEHR] = RHLX
16. 1 A AL B A 1
’ Optimization problem (1) Optimization problem
(2) Constrained optimization,unconstrained
optimization
(3) Linear programming,quadratic programming
. . (1) & & HK
h A& F e G AR (2) WAL
Convex set,
16.2 .
convex function and . .
S (1) Convex set,convex function
convex optimization < .. .
) (2) Convex optimization
(1) JARACF = Aol skt
A E k=
s B AT (2) Fed k. =0k

Optimal method

(1) Optimization algorithm and convergence
(2) Golden section method,dichotomy method
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F+tE LAFRM AL (Unconstrained Optimization)
ETEFES iR .
BETAR moiE &
Chapter Class
Chapters Key Points
Number Hour
(1D R & R A4 A
T 4 R ARAL 9 A (2) mIh=Fk
17.1 Unconstrained 1
optimization problem (1) Unconstrained optimization problem
(2) Least square method
(D R4 RARAH &
Rk T M (2) &k T H&
17.2 Steepest descent
method (1) Unconstrained optimization method
(2) Steepest descent method
2 1 7
. PR, (1) i
L b
Newton method (2) Newton method
AR R (D) 34 %
17.4 Conjugate gradient
method (2) Conjugate gradient method
E+INE AAHRMAL(Constrained Optimization)
== —H- = 3
EBFES iR B .
BETAR moiE &
Chapter Class
Chapters Key Points
Number Hour
(1) EF X4 kb
A 4 R (2) A& X4 Rt
18.1 Constrained 2
optimization (1) Equality constrained optimization
(2) Inequality constrained optimization
(1) & % Bef F 4
(2) JUAT & # B R AR Sk & K
(3) HARJEE &
% = Bz
4R B e 52 ) b rEEEEHL
18.2 Examples of poi 2
8 thmp s to tp-)omt (1) Point set registration problem
set registration
set registratio (2) Geometric transformation and its algebraic
expression
(3) Iterative closest point algorithm
(4) Scene reconstruction and localization
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KRAHE T H . HH T HAZ (W6 22388 K2 N T RE B

KW 2 . DB AT (V2383 K2 2EBE) VE HE I R 2% (VG 2 38
KN TR RE B

KA E . V6% A K 2EN TR RE B ARRL ol R R S IR T B R
BT TAHEH

3.4 “HIRFITEMREINITRE"REXN

RIEZTR. AR SR

Course: Probability Theory and Stochastic Process

FIEIRTE. THBF SN REREKS BT

Prerequisites; Mathematical Analysis for Engineering, Linear Algebra and
Analytic Geometry

Fo.4

Credits: 4
3.4.1  PHFEHPRIEEA %5 (Course Objectives and Basic Content)

AR N TR RE =B AR Ll B fil B3R
This course is a basic compulsory course for undergraduates in College of

Artificial Intelligence.

AR ANA 2 S AN TR R 7 EE B gt e, N TR L
Ti kR Z W BB o3 v IR0, b S o VL SR ANl ek e i . DG SR BLAS B
I ST AR SC Y BEE BERL RN 7 1 e N TR RE R — > B R BIR R Al . AR TR A R
e RIS A BEALE AR = A P A — B B DU R A 4 T R P i AR A
S LA I BEALE OF S AR BEALAZ S R SR A L BB ML A A R R A AR BR
FEHLAE B R R -EEAA TR A S R M7k SR R
B4 s S \FERIEE LT T BENL R A AR LA SRS R A

DR 3 o X A R AR L T SR A IR A 2 o) BOR S A B R R B AL A S
L 25 1) A MR 8 R AR T D7 0 L B O 5 4 B AL AL i A R O A B B S B AR
Jit 4 B i ) Ee AR B SEAME S AN TS5 vk L T A R BOE A Y SE AR B, 2
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RO R R A BRI A RE S, T B GE TH  FE A AR R S B T SR R R g 1
ARHEIE N IT i AR BEAL IS FE CRLAE 52 8D AL I8 o A 7 A2 0 B ) M A R O eR Bl
JBT T A A5 G R G AR T R A RE S PR BRI TR B O s, T AR I ) 41
YRR & AR A AR SRU] 2 AT A O B 2 B T O 25 T 28 07 5 il e — 22 TR
T8 55 A L e 8 81 194 S o [

WERGE 5 BEPL S B Ky TS AL IR R e T H AR ) — T T2 R B TEA
TR AR TR 28 50 45 3L L A AR BT DR PR L L A A A AR £ S
AT IZ MR . &2 FIE B s AR ge 1 E 7 ik € B X TR R AR AR ZE oK,
it 27 A A A0 4 P AL I 42 1) B AS AR 5 v L B SR A A o T AR SRR G T N R 43 A R ke
SEBR ) BE 1, I R 2 2T J Ak R R RN Ak 22 TR 4T G S

This course provides an important mathematical statistics foundation for
computer science and artificial intelligence. Most artificial intelligence methods
involve data analysis, where uncertainty is almost inevitable. Therefore, the
introduction of random variables and the establishment of related theories, models
and methods are important theoretical basis of artificial intelligence. This course
consists of three parts: Probability Theory, Mathematical Statistics, and Stochastic
Process. Chapter 1 to Chapter 4 introduce the basic concepts and principles of
probability theory,such as random events and probability,random variables and their
probability distribution,digital characteristics of random variables,limit theorem,etc.
Chapter 5 to Chapter 7 introduce the basic concepts and classical methods of
mathematical statistics,such as parameter estimation,hypothesis test,etc. Chapter 8
to Chapter 9 introduce the basic knowledge of stochastic process and stationary process.

Through studying the basic knowledge of probability theory and mathematical
statistics, this course requires students to understand and master the basic concepts
and calculation methods of random events and probability. Understand and master
the concepts and basic properties of random variables and probability distribution.
Grasp the basic concepts and calculation methods of the mathematical characteristics
of random variables. Understand the basic principles of the law of large numbers.
The approximate probability can be obtained by using the central limit theorem.
Understand the basic concepts of mathematical statistics. Grasp the basic theory and
method of parameter estimation and hypothesis test. Be familiar with general
knowledge of stochastic process,including complex ones. Understand the concept of
stationary process and the properties of correlation function. Understand the

determination of ergodicity of states. Grasp the concept, properties and calculation
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methods of spectral density. Understand the concept of stationary time series,linear
model and model recognition. The relevant parameters can be estimated and these
methods can be used to solve some practical problems encountered in engineering and
economic management,

Probabilistic statistics and stochastic process are disciplines that study the
statistical regularity of stochastic phenomena in quantity. It is widely used in many
fields, such as artificial intelligence, pattern recognition, computer vision, economic
management, financial investment, insurance actuarial, enterprise management.
Learning and correctly using probability and statistics methods have become the basic
requirements for students major in engineering. It is a basic theoretical course for
students to master the basic ideas and methods of dealing with random phenomena, to
train their abilities to analyze and solve practical problems by using probability and
statistics knowledge,and to lay a good foundation for subsequent courses and further

studies.

3.4.2 PRFEIEAR]S DL (Course Arrangements)

MER Gt B AL A2
| =} Fr
L Probability Theory and Stochastic Process
—f4 | Z#m | Z4m | wEa BE 55t
T iR B 18] L
% | & | & | & | & ]| & | %] & A FE AT (12)
KRB S B ILAT (L)
IRI2 AT AAR A HOE B G R R | FERAEE AR
% 4 P BRI IO
(F5) ‘_ —

61 % 1t B 43t 5 ML A2 ()
ﬁ\"—“" a aF K b5 o o 1 M
BN CRIR 6L 0 8 AERHERY LHEB)

25 (2)
IR S RE P62 Fa), %
S KA it (2 % ) ) /

FEIRTE | THHE I KBREE BT
REREE
HERFR | ReHF 56K EL
EZARX | MPHFRRGE 30X, WRF ARG E 50%, FabtFk & 10, EH s & 10%
o 1, %@, 28X MELS KA B RM[M]. %, H% il k3R M, 2015.
= 2. P LI T AR RS L A G AR M. @R, B %8 K S AR, 2007,
SEFP | AT BERLHE G LM FIM] B, % RE K MR, 2007,
HtfE 2
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3.4.3 FAEHMMIZE AR Z K (Teaching Objectives and Basic

Requirements)

(1) A% BEHLFF 5 HER A BEAR ML S AR AT RO 1%

(2) FER BALAS i S AR I3 A () B A e S A o 5

(3) AZEBEHLL B A BUF R AR A FEAME & R HAT R 7%

(4) T i FBOE B HEA TR, 2 o i PR E BRI R 5

(5) PR R BGETH By AN S AR SR T S (B BEAS B0 B9 e AR IO AN T 3k 5

(6) FEREPLILFEAYBEIE - B P Ao R A BE A A O PR IR 1 i

(7 T38RO FE L R0 3 B A& R O 5907 8k

(8) %?E%flé"ﬁﬂﬂf?ﬁﬂ FROME & L e M IR R B ) 5

(9) HEATA KIS B TH I 2 X S8 T7 35 fiff P — 26 T8 R 28 57 4 B8 e /) 552 P
[f)

3.4.4 BN i HE(Syllabus and Arrangements)

F—F MHLFM 5% (Random Events and Probability)

EHFS - IR B

ETAR moiR =
Chapter Class
Chapters Key Points
Number Hour
(1) MALIE 5 ALK 3
(2) BAZE S MAMNEH
() FHuyk25EH
11 T AL ) ¥

Random events )
(1) Random phenomena and random experiments

(2) Sample space and random events
(3) The relation and operation of events
(1) MR uy & 3T s

(2) M & uy %t 2 3L

(3) MEFag A ZE L

(4) 6 09 B

1.2 N 1
Probability . L -
(1) Classical definition of probability

(2) Statistical definition of probability
(3) Axiomatic definition of probability

(4) The properties of probability
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EES &5 47 Rt R A
Chapter Class
Chapters Key Points
Number Hour
& P R oah 3t 5 (1) F e F oyt Sk
1.3 The calculation of 2
classical probability (1) The calculating method of classical probability
(D s ke
(2) 2B EAXS N et Ao X
&, (3) Fey 1k
L F e B \
Conditional probability. (1) Conditional probability and multiplication
event independence theorem
(2) Total probability formula and Bayesian formula
(3) Independence of events

Ly

Rl 1A% £ K #2434 (Random Variables and Probability Distribution)

E%FE " ey )
Chapter LI Class AR L
Chapters Key Points
Number Hour
(D ALK 25 58 &3
(2) BHAEME F
—HENE F (3) BHEVMMNEF
2.1 One-dimensional 4
random variable (1) Random variables and distribution functions
(2) Discrete random variables
(3) Continuous random variables
(1) ZERALE F 53R 5 A 3
(2) — g BHRAUENEZ
—hELE S () —fEEAMNEF
2.2 Two-dimensional 4

random variable

(D

(2
3

Two-dimensional random variables and joint
distribution function
Two-dimensional discrete random variables

Two-dimensional continuous random variables
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ETES i3 B .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
(1) F koA 4k
Ko A () FHMEZTE
2.3 Conditional 1
distribution (1) Conditional distribution law
(2) Conditional probability density
RO ALK & 49 ) .
. (1) MAEZ 948 23k 51t
8Bk 5
2.4 1
Interdependence
(1) Interdependence of random variables
of random variables
(D — MM EZ6 RHRGMESH
FALE & JHK (2) Z MM EZH RO MESH
G S A
2.5 Probability distribution 2 (1) Probability distribution of functions of one-
of functions of random dimensional random variables
variables (2) Probability distribution of functions of two-
dimensional random variables

=&

FEFL A 1 B 80 7 F51iE ( Digital Characteristics of Random Variables)

= - = 3
ENFS iR Bt .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
(D K FI2 652 3L
(2) MMEZRRGHFTHE
. (3) HFMBWHMULR
3.1 Mathematical 2 o ] ]
) (1) Definition of mathematical expectation
expectation
(2) Mathematical expectations of functions of
random variables
(3) The properties of mathematical expectation
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= - = 3
BETES T Bt .
ETAR I
Chapter Class
Chapters Key Points
Number Hour
(1) 7 £Fatffe £
Ly (2) F ZWHR
i E
3.2 ) 2
Variance

(1) Variance and standard deviation

(2) The properties of variance

(D hH£2548% 7
(2) %

Wr £5AK R
SR (3) W 4%

Covariance and
3.3 ‘ . 2
correlation coefficient,
(1) Covariance and correlation coefficient

(2) Moment

moment

(3) Covariance matrix

FME KBEHELPOWRE M (Law of Large Numbers and Central Limit
Theorem)

P o :
BETAR M oR =
Chapter Class
Chapters Key Points
Number Hour
(D T X RF X
(2) e R K HK 2%
. (3) MHH K&w %
K A )
4.1 1.5
Law of large number ) )
(1) Chebyshev inequality
(2) Chebyshev’s law of large number
(3) Bernoulli law of large number
(1) 2k F) 5 49 b o5 AR TR E 22
(2) RE 4ty SRR E
Lo o AR R L
. .5
Central limit theorem (1) Central limit theorem of independent and
identical distribution
(2) Central limit theorem of different distributions
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BHE BHEHSEITHIEAM S (Basic Concept of Mathematical Statistics)

== - = 3
ETES - iR B .
BERWAR MO =
Chapter Class
Chapters Key Points
Number Hour
(1) BARFE A
“ . (2) Bk
BAREH A
5.1 1

Population and sample . o
(1) Population and distribution

(2) Sample

(D HRRESHEREH
(D) REAEFH
(3) 235 M & 3%

. WA 1
5.
Sample distribution (1) Sample frequency distribution and frequency
distribution
(2) Frequency histograms
(3) Empirical distribution function
(D) %t Eha
o (2) WA w e sit &
%it &
5.3 . 1
Statistic . o
(1) Concept of statistics
(2) Several commonly used statistics
(D A FRGEEZSH
(2) mirsk
. (3) EXE MBS
- A 5 ) ?

Sampling distribution . R
(1) Several commonly used important distributions

(2) Quantiles

(3) Sampling distribution of normal population

\

ENRNE ZHMhit (Parameter Estimation)

E5RS . Rt ‘
ETAR M oiR o=
Chapter Class
Chapters Key Points
Number Hour
(1) 44+ &
(2) MR ALK AFH 3%
B AE
6.1 ) ) ) 2
Point estimation
(1) Moment estimation method
(2) Maximum likelihood estimation
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ENTFS i3 A .
Chapter LI Class R L
Chapters Key Points
Number Hour
(1) RAmH
(2) Ak
1t & 0y R AT R (3) Aot
6.2 Criteria for selection 1
of estimators (1) Unbiased
(2) Effectiveness
(3) Consistency
(1) A K A A 3+
K 45 (2) £ K ) 4&
6.3 2
Interval estimation
(1) Bilateral interval estimation
(2) Unilateral interval estimation
EAEBRAHK (1) FAEAR N (uao®) 89
) X ) AE it (2) BAEAR Ny 2000 Ny, ,03) 89 HH
6.4 Interval estimation 1
of normal population (1) The case of a single population
parameters (2) The case of two populations
FLE R (Hypothesis Test)
BT EE . R \
Chapter EHER Class A
Chapters Key Points
Number Hour
(D R R AR R E
B IR A B 0 R R & (2) MRty — i %
7.1 Basic concepts of 1
hypothesis test (1) Basic principles of hypothesis test
(2) General steps of hypothesis test
E A B RS K (1) FANEHR N(poH B EH
LR R & (2) BAEAR Ny s0i)F Np,03) 89 HH
7.2 Hypothesis test of 2
normal population (1) The case of a single population
parameters (2) The case of two populations
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gk
ETES i3 B .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
AR A R (1) ¥2 R
7.3 Unilateral 1
hypothesis test (1) Unilateral hypothesis
B HAB A
) (D AHBEWRFEREE T &
XA A B * -
7.4 Large sample Test 1

) (1) Large sample test method for parametric
of parametric

hypothesis hypothesis
(D) 57 b i
(2) R R Z 2
B A ey B T (3) X° bt i ik
7.5 Hypothesis test of 1
population distribution (1) Distribution fitting test

(2) Pearson theorem

(3) X’ fitting test method

FNE  FEILE R FEAHTR (Basic Knowledge of Stochastic Process)

EE T . ey ‘
Chapter EHER Class R
R Chapters — Key Points
[ ALad A2 69 M & (1) MALE A28 WA it 5
8.1 The concept of 2
stochastic process (1) Concept and notation of stochastic process
(1) A FR 2 5 A o S0k
(2) MLt A2 09 5 4542
R AL T A2 4G A8 4 A2 (3) A MALEAZ ) F AR K 540 2k
Probabilistic
8.2 characteristics of 2 (1) Finite dimensional distribution function family
stochastic process (2) Digital characteristics of stochastic process
(3) Uncorrelated and independent of two random
processes
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= - = 3
EBES iR B .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
(D BAHESREZ R 5 £
(2) Bd RO R ESE
BT A2 69 R A ’
8.3 Basic types of 2 .
. (1) Classification by parameter set and state space
stochastic process - .
(2) Classification according to the nature and
characteristics of the process
(1) A ey e L5 HRA
MR LA B (2) A Bliz )
8.4 Poisson process and 2
Brownian motion (1) Definition and properties of Poisson process

(2

Brownian motion

EAE

R b

#2 (Stationary Process)

Epra——— 5
ETES EH AR Rt W oA
Chapter Class
Chapters Key Points
Number Hour
RS EMA (D) FREERGHE
9.1 The concept of 2
stationary process (1) The concept of stationary process
(1) AAEX SHKGHR
[ESE- SR Yy (2) ZABR & BB
9.2 Properties of 2
correlation function (1) Properties of auto-correlation function
(2) Properties of cross-correlation function
(1) A8 % it A2 098 5 7
(2) #EEMEE L
) EEELZEHEEOER
(D) A% F A5 3% % EZ A8 K
TR AR E R A
9.3 Spectral density of 2 (1) Spectral decomposition of related process
stationary process (2) Physical significance of spectral density
(3) Properties of spectral density and cross-spectral
density
(4) Transform between correlation function and

spectral density
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== —H- = 3
ETES iR .
ENAWR Mo o=
Chapter Class
Chapters Key Points
Number Hour

(D) &5manms
2) &5mhsunxEs
: (YR XoNS
o BAWGR AR , () &&P 205
’ Ergodicity of states
reodicity of states (1) The concept of ergodicity of states

(2) Ergodic theorems of states

(3) Applications of ergodic states

REHE & - V925 KA R G G A B s e o

KRBT H « #h A Bz (P94 5838 R N TR R e ) T R R 30 (4 42 223
Kep N BB Be)

KA E « P9 %380 KN TR RE# BE ARGl My UR R i 5 IR B B2
BT TAEH

4

3.6 “"ETXHRHFEROSTHRIIREXNN

hY

REEZR. AE I # SRS TH

Course: Complex Analysis and Integral Transformation

FIEIRE . THRF I KB E BT IUAT

Prerequisites: Mathematical Analysis for Engineering, Linear Algebra and
Analytic Geometry

F4: 3

Credits: 3
3.5.1 URFEHMMIZEA A %8 (Course Objectives and Basic Content)
AURFEE N TR Re2=BE AR Ll Sl B iR

This course is a basic compulsory course for undergraduates in College of

Artificial Intelligence.

A VRAR N BOFT 5 A 35y URAT L H il 15 97 2 A 1 B0 3R oL 4 o G 4
SE TR e S B IR G BE ) o o TR BLRE 24 5 N T RE A 27 o) S 1t 1 o 22 9 B
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filt . ATREE B TR 2 AR 020 4R 5 78 s B S B 8 4 i) SR AR BB A ¥, S 2E 2 AR
Jo AR PR AR FNHE — 20 P R B TR I B A S Y Al A TRFE NS BB S A
PRESC S 78 o R ) S R B PR o, A A R RS R G B M BT i BT R RS P BT (L
B 2 B 2O VRGBS AR G e T IS A AR 428 (L4 T 95 I D B AU
D o T Sk %) R e B P JBT R il 22 2 4 X M W St LA B2 JUAS 00 45 ok B8 S 1Y) e S
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This course lays a foundation for major courses such as digital signal processing
and etc. ,which cultivates students’ mathematical quality and improves the students’
ability to apply mathematics knowledge to solve practical problems. It also provides
an important theoretical foundation for the study of computer science and artificial
intelligence. The course is offered to make students grasp the basic theories and
methods of complex analysis and integral transformation, and lay a necessary
foundation for learning the subsequent courses and further expanding mathematical
knowledge. The content of this course includes: complex and complex function,
derivative of complex function and its properties,integral of complex function and its
properties, properties of analytic functions (including higher derivative formulas),
expansion of power series and Loren series, classification of isolated singularities
(including infinite points), residual number and its applications, the concept and
properties of conformal mapping (in particular,students should master the properties
of bilinear mappings and mappings defined by several elementary functions) , Fourier

transform and its properties, Laplace transform and its applications.

3.5.2 IRFRIEAIE L (Course Arrangements)

AT BB ERHy TR
B2 &R ‘ e i .
Complex Analysis and Integral Transformation
—F R —F R ZF B g 2B T
- 5 it
*opA KR | A | K| A | K| A I A AT (12)
. v L . LR AT IULAT (4)
3 o o g 3 “ "J',_é S o /\}5}‘ _ d
IRIERE L A A G IR AR SR ‘ HEMAEE AL
. N g
F 2 3FN (oo | HF RO
P T E it B E AL A (D
B E R . AT AR, E#HG)
IR 48 FHF EE 0 Fh —
(FR 48 F A 5582 0 F i) PEENTT
iR A WRE PR 40 F ), kA /
Vi AN (8 R (%4




ATERARELHNAGREREBIZE(E 2 O

gik

FAERIE | THEF T AR E BT IUT

BERE | KFETAE

HERAX | REHF KL DATR

ERARX | MEF KRG E 80X, F bR b 20%

1. 28 A AT &H[M]. ¥ SFHF HMmAE,2008.
2. KA. By EH[M] T HFHF ERAL.2004.
SEEPN | ISA L EIHFIHFEIALM M T SFHF EMAL.2004.
Hifs 2

SEHM

3.5.3 B HRFIIEAR ZK (Teaching Objectives and Basic

Requirements)

(1) FAR N & Fh KR 5 vk LB 58, 1 X, 1 i 52 Bk 5 0 95 I
B AR S B O 7 R RSO FE AR ARE A, ik O 8 R KR ) A PR R 3 S R AR A

(2) PR 527 R B SR S8 R BUR AT BORE 8 L 24 7 R BB T Y T A A
PR R R KR AT R RO O 3R L 2 DA T eR R 2 G B SR LR (S T T A 4 A
BRER L = A oK U e o 0 e B R R R B SE SO B ATT Y M B (B A TR R
BT 5

(3) T i 52 AL eR BB o3 18 5 SRR J5T s 23 3R 5278 o R AL, B AT Y AR O3 2 L
B2 A AT PG AR 2 A A R KRB0 v B S R 2 T R A AT R BSOS B U RT 5 E

(4) B 52 B0 GBS R I 24 3o W SRS A A, T i SRR B S A L 20K
RS AR T i R DETE WL SRR P ) — S R A M Jo LA 2 0 B, T e
sinz ,cosz s In(1+2), (1-+2)" 1 E 5057 bR FF 2, IF 2 F FH 0K — S a7 20149 i 17 R
BRI g T 90K, PRI D 7 PR ST 35 19 23 28 (RO 46 JE 55 0 0D » 23 ) 45 07 10
7 B 1Y) R SCTE HE AR ST A s B I 58 T A % B 90 85

(5) A B RO &, SR s Ak B A SR UL CRLAR TR 95 1) B2 408 B BOE B, R
FH B8 HIOR LB AR 19 07 v 2 P HIOR — 26 528 eR B FR3

(6) =4 fiff A ok BT ER00 LA 2 SC R LT e S g ABE S, 2 40 Stk IR SR Y 2 BT RN
3 2 S 1 O (B B PR X AR S T PR w =2 (o AIEA BED «w=e" FIAH KB
S B BT, 2 SR — S i B DX (R3] 0~ T 2 SF T AR L R L R S 2 18] Y B
e 555 5
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(7) PR AE B0 AR e i ME 2, 5 42 08 B o AR e pd vk B, TR A8 B AR ) B AR
R 5

(8) BRI 7 307 740 4 11 M 2, 2 2 5 7 07 A 46 g MR I L T A T AR e g
AR H .

3.5.4  BUFEWNEA ez HE(Syllabus and Arrangements)

F—F EH5EZRE(Complex Number and Complex Function)

ETEFS R B

ETER M OE =
Chapter Class .

Chapters Key Points
Number Hour

(1) R#|RaGME
AHMETEER (2) Ask@Ems A7k EBHEA

Representation and

L1 operation of (1) The concept of region
complex number (2) The concept of complex sphere and infinite
3 point
(1) A& JHHHMIR
AR R EAME () A ERRGESEN
1.2 Basic concept of

complex function (1) Limit of complex function

(2) Continuity of complex function

FTE TR EO AR 0 37 9 H (Analytic Function and Its Application
in Plane Field)

ETFE " Rt ‘
ETAR /Mo o=
Chapter Class
Chapters Key Points
Number Hour
(D) A% HeFH
(2) A% DML
(3) A% BT A B5H4
T IS S
2.1 The concept of 4 o .
) ) (1) Derivative of complex function
analytic function ) )
(2) The concept of analysis of complex function
(3) Necessary and sufficient condition of analysis
of complex function
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S
ETFS i3 B
- B AR M| A
Chapter Class
Chapters Key Points
Number Hour
(1) A Fe F 4 5 AT D00 K R
(2) M BT Fa ol 52 O 3R R B (52) 3
(3) FHF 4, = A F 3, B 3T OR R
TR LB A B R (LR
A8 3% P 84 FR AT )
BT T 09 M B (1) The relation between harmonic function and
2.2 Properties of analytic function

analytic function

(2

~

function from the real(virtual) part

(3

~

function, hyperbolic

function and power function and their main

properties (including analyticity in single

value domain)

52 7% R FR 43 (Integral of Complex Function)

ETFS R B .
Chapter LI Class R L
Chapters Key Points
Number Hour
(D) AE JHERH; ML
B E R ESL (2) A& RS GR
3.1 Definition of complex 1
function integral (1) The concept of complex function integral
(2) Propertie% of complex function integral
ARG 0 A K (D L& SRR LM
3.2 Formula for integral 1
of complex function (1) Solving the integral of complex function
(D) ArdRey 2 E L
TG AR E (2) AT &Ry AR
3.3 Cauchy integral 1

theorem

(1) Definition of Cauchy integral theorem
(2) Properties of Cauchy integral theorem

066
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w
R

gk
ENTFS i3 A .
EVAR moiR A
Chapter Class
Chapters Key Points
Number Hour
AT AR A X (1) 47 % AR 508 KR
3.4 Cauchy integral 1
formula (1) Solution of Cauchy integral
8T T 84 ,
% 48 B 5 R
5B O K (1) A e HEF 8RB
3.5 The formula of higher 1 ) ) o )
o (1) Solution of higher order derivative of analytic
order derivative of ]
) ) function
analytic function
FME EARBINEE (Term Series of Complex Function)
ENFS i A .
EVAR moiR A
Chapter Class
Chapters Key Points
Number Hour
(1) B3R R HOM 8L
(2) AHRBHEHK
AT &K REIHK (3) B3R R H % 3¢ B84
4.1 Term series of 1
complex function (1) Convergence of complex series
(2) Divergence of complex series
(3) Absolute convergence of complex series
(1) FRBGBSF1Z
_ (2) FRABRKAMSEE NG ERBR
U HOR B - ’
4.2 Convergence of 1 . ) )
. (1) Convergence radius of power series
power series
(2) Basic properties of power series in convergent
circle
(D &HREFX
(2) B X
(3) MAH 5 Y €
z}%?};iij&l fﬁ‘f—)’Tl—Jﬁ R I A F B4
4.3 1
Taylor theorem .
(1) Taylor expansion

(2
(3

Marklaurin expansion

Analytic function expands to power series
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gk
ETES i3 B .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
(1) %z
(2) INZF EMHk
(3) MiMBEH EWE Loy R ELNZFENW
PR TT A& AR
Sy i
4.4 2
Laurent theorem (1) Laurent theorem
(2) Classification of isolated singularities
(3) Simple functions are expanded to Laurent
series near their isolated singularities via
indirect method
ERE  HESFH ) H (Residue and Its Application)
== —H- = 3
ENES iR B .
BETAR MmoR o=
Chapter Class
Chapters Key Points
Number Hour
(1) G HagE L
(2) # &4 8 0 Kk
. G BEA 1 B
5.
The concept of residue o )
(1) Definition of residue
(2) Solution of residual number at pole
(1) Baxs
(2) GHREKEBERH T %
BHoe 2
5.2 2
Residue theorem (1) Residue theorem
(2) The method of finding contour integral by
residual number
(D ABHKR—BET GRS
- B &y s A )
’ Applications of residue (1) Solving integrals of some real analysis by

residual number

068



SRS S B AR B

W
w
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FEANE BB (Conformal Mapping)
== —H- = 3
EBES iR B .
BETAR MmoR o=
Chapter Class
Chapters Key Points
Number Hour
(1) FHT & 2§ S ah JUAT & 3L
(2) 2T weaagted
AT WA 00 A !
6.1 The concept of 1 ) ) o
) (1) The geometric meaning of derivative of
conformal mapping ) )
analytic function
(2) The concept of conformal mapping
(1) ZAwedad R
(2) 4 XM w4t ey 42 B M
(3) 2 KoM e 4t 09 B 23 AR 4
) B w=z2(a AEAEH) w=¢e FH %
&M B g Fe 4 X
e G 69 M BT
M e S g b R
6.2 Properties of linear 2 . . .
] (1) Properties of linear mapping
mapping and . . .
(2) Roundness preservation of fractional mapping
fractional mapping . . .
(3) Symmetry preservation of {ractional mapping
(4) Properties of mappings of w = 2 (a is a
positive rational number ), w = e° and
other functions
(D KM LR deF@m. F-F@m. AW,
B A % 305 ) 2 1) 84 35 e gt
S WS 89 K R ’ :
6.3 Solution of 1 ) ) )
) (1) Solving conformal mappings between simple
conformal mapping ]
domains (e. g. plane, half plane, angular
domain, circle, band domain,etc. )
FEE  HHEMNAE (Fourier Transform)
EhRS n Rt ‘
ENER Mo o=
Chapter Class
Chapters Key Points
Number Hour
T R B SRS (1) 15 2ot #8952 3L
7.1 The concept of 1
Fourier transform (1) Definition of Fourier transform
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e
ETFS iR B
EVER o OR &
Chapter Class
Chapters Key Points
Number Hour
fhet R (1) 4 2o 4 38 A (—)
7.2 2

P ties of Fouri . .
roperties of Fourier (1) Properties of Fourier transform(1)
transform(1)

[ (1) o % 42 40 B (=)

7.3 P T.(”)f onrt 2
roperties of Fourier (1) Properties of Fourier transform(2)
transform(2)
gl R 3052 X A .
”E"Jr(’ff o (1) 2 ot % 3 5 A (—)
7.4 1

Applications of Fouri L .
pplications of rourier (1) Applications of Fourier transform(1)
transform (1)

“E"‘ij%%ﬂm (1) 45 2wk % 8 51 A (=)
75 | Applications of Fouri !
pphications of Fourier (1) Applications of Fourier transform(2)
transform(2)

FNE RS HH A (Laplace Transform)

YL . Bt ‘
ETEM M OH A
Chapter Class
Chapters Key Points
Number Hour
BEEEMNEROBE (D) BEENT#HROEL
8.1 Concept of Laplace 1
transform (1) The concept of Laplace transform
5 35 Ar A . .
AEENLE (1) 440 T # o9 1 (—)
g 9 BT (—) 5

p ties of
roperties © (1) Properties of Laplace transform(1)
Laplace transform(1)

BT % o -

P ties of
roperties © (1) Properties of Laplace transform(2)
Laplace transform(2)

BEEMER (1) LB T By R (—)
- @ E A (—) .

Applications of
pplications o (1) Applications of Laplace transform(1)

Laplace transform(1)
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ETEFS R B
ETAR MR =

Chapter Class
Chapters Key Points

Number Hour

Fo M
(D) BEBEH TR LA (D)
. B A=) 2 FEEME R 5

Applications of o
(1) Applications of Laplace transform(2)

Laplace transform(2)

R RE & - V925l KA R 5 G A B Bee e o

KRBT H « A B (WL SGE R N TR RESA ) T R Rl 2082 (P 258

K N BB Be)

i

R E « 7Y% S R N TR e BE AR L AR R B 5 IR AR B B AR R

BT TAEU

3.6 “HFIRVIRIEKXN

RIEZW. HE®
Course: Game Theory

FAETRIE . THEF AT MELN L ML A2

Prerequisites: Mathematical Analysis for Engineering, Probability Theory and

Stochastic Process

F: 2

Credits: 2

3.6.1 UEFEHTMZEA A %5 (Course Objectives and Basic Content)

ARTRFE N T RE A BE A BE Ll ZE Rl b B R

This course is a basic compulsory course for undergraduates in College of Artificial

Intelligence.

IR AT DRI AR AT o A M B A T, 2% DR 3R T A 22 1) B e A 3R
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Ve DL S s A i R AR &R, TR AU AR & T 4 19— AR dE 3 i TR i
HAEE Y (BUR Y HPR SRRy FER RS AR A E T ZN . BEE M IEEm
AW R TN 5E 5 IZ BE B W N B O RGN TR BESE TR BRI, gL
VR BEEIR R E LR IS 2R REREM A S, N AR ECEEHEL AT
BRERY AR . IR A0 SR AR RN 23 A O R 2 N TR AR 45U IF 5 R B B R
SR .

LR LU R (5 B A5 0 I gR i B A g Oy O A R IR RO 2E L ] 8 &=
BINE RGBT 7 F R 9 B A B A0 7 . 8 (5 B Mge o84 Hod
EERSHIE ERMAE ZEHAERFEEISHE A ELFERHEHAE A%
2fF B SR MR ) L e, B — TR ZIREN I, FEWEE S HE A
T 25 VI AH OQ 1 T2 T xR A 28 WO A SR AR R AR R i 4 2, 58 & 258\ & 40 5l A
4k 7 R

R FER PR A PR 4 2 U/ B AT A AT 2 S S 80 T B
TEVR B FZUR D R 4 28 LU 25 S 9] 51 20 A Y 43 7 Sy e AR T B, 6 B 2% AR il 52 461 4y
Mr B4R IR0 A SR AL & A S50 B A O BT 7 L I A e AR AR A SRR R b
o s R 0 Y BRI N A L 7 SR ST BT b B R 2 A R 2 JEUARL 40 BT 2 R (] A L A A
AR M T E 22 B 2R o0 A 07 25 . AE /NI b R I sy A 1 2R
T B A BRI Ty 3 0 W ik o S o R S ) L 1 BB 7 L O 5 | 2 A 2 R T 08 1 S AR
Filt AN T BB S0 1 2 ) A 5

This course introduces the knowledge system about optimal strategy choice and
strategic equilibrium among players when the behavior of players interacts. Game
Theory is not only a standard analytical tool for modern economics, but also has a
wide range of applications in Management Science, Politics, International Relations,
Military Strategy, and other disciplines. With the continuous development and
improvement of Game Theory,this theory has been used in engineering design fields
such as power systems and artificial intelligence. In recent years, algorithm game
theory has developed rapidly and merged with multi-intelligent systems, and its
popularity has gradually caught up with the development of Al. The thinking mode
and analysis method of game theory will play an important role in promoting the
research in the field of AL

Based on the main logical line of information structures, game processes and
game modes,according to the types of game,the basic principles and analysis methods
of seven kinds of games are introduced in eight chapters. The theories of seven games

are as follows: games with complete information,dynamic games with complete and
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perfect information, repeated games, dynamic games with complete but imperfect
information, static games with incomplete information, dynamic games with
incomplete information, game learning and evolutionary games. Chapter 1 is an
introduction to this course, which introduces the basic characteristics of the game and
the classification of games mainly through games closely related to daily life. The
seven types of games are introduced in Chapter 2 to Chapter 8 respectively.

The course mainly adopts classroom teaching mode, supplemented by group
discussion, behavioral economics experiment, and other teaching methods. In
classroom teaching,we will use game examples or game models analysis as the basic
means to help students obtain the basic concepts, basic principles and analysis
methods of Game Theory. By teaching this course, we expect to enable students to
construct a theoretical framework of Game Theory in their own knowledge system,to
train students’ thinking mode of using Game Theory to analyze decision-making
problems in their thinking habits,and to teach students can use game analysis tool in
their tool boxes. In group discussions and behavioral economics experiments, students
will be trained to use the basic theory and methods of Game Theory to analyze and
solve practical decision-making problems,and guide students to gradually incorporate

the idea of game theory into the study and research of Al

3.6.2 UREFEIEAIE L (Course Arrangements)

i
3 (=} -y
Rt Game Theory
— R — R ZF B vy 4B o o .
FF 12 B i) HE55%t
AR A | K| A | K| A IHHF 5 A2
. . e o b s oL e . 2 PR 5 MR AT LA (4)
O o fo 8 “ = 2 ” o A }5}
RIEE L AA KT 5 G IR AR LR » HERATE AL E
N 2 %5 gy | ST R
T Th & gt B AL A (1)
5 s 32 ot AT RHERSEHRG
* (B3R 32 %0 55 0 F8D) 2536 (2)
kY ‘5&’1}
12 1% 5 B , =
ﬁ;ﬂ BE I (32 D) ) /




ATERARELHNAGREREBIZE(E 2 O

SRR | THEF SN BERT L MTE
BERE
HZEHARX | RE¥HF Daitib
ERANX | MAF ARG E 0%, At s 5Y, FarRg s 25%
SELH | R T 2F M ERIM]. L. 52 X% kR4, 2018,
1. B4, T A%, 5 HAERATIIM] R F% X% mt,2018.
SE£ER | 2. Gibbons M. HF A [M]. &%, b, FEALHF HIRA,1999.
3. Maschler M,Solan E,Zamir S. # R #[M]. Rk, %, 5% #% 5 & ik, 2018,
Hthfs 2

(D

.3 BeA HIGRIIEAS 255K (Teaching Objectives and Basic

Requirements)

T figp AR AE A BEA ML & L 1A B R AR A 232 5

(2) BGpE R 58 A {5 B S TR B0 AR 23 B R8I A0 7 3k 0 A 35 A L TR SRS R
B R A 2 5

(3

BB 56 A H5e AR BB A TR Y 2R 1 AR T L T IR0 T 1O 52 R A A 8

i B AHE T ANE 5

4
(5
(6)
0
(8

3.6

A PR A T 2 G RO A 1 AR

H 58 AR 52 R B Sh A 128 LUK 58 56 DU - Jy 34 4 5
PR EAR AN 58 2 {7 S A TR IR AN DL 307 20 A1 35 £l 5
TSR B O AR M gR AN 5 1R
EARA RBLPE TSR PSR I R A AL SR IE .

4 BEWNE Bz HE(Syllabus and Arrangements)

#£—ZF £ Introduction)

== —H- = 3
ETEFES iR B .
ENAWR Mo o=
Chapter Class
Chapters Key Points
Number Hour
IN AR, B e R (D BEANFIBHEAFIANR
1.1 From game to 1
decision theory (1) Learning purpose and contents of game theory
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AR R

gk
ETES i3 A .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
(D BARRZ
(2) WEkXFMHFE
() BERL
(4) FiERA
A 81 R T (5) =T ¥ ek
1.2 Typical game 1
examples (1) Prisoners’ dilemma
(2) Duopoly bidding game
(3) Tianji horse racing
(4) Cournot model
(5) Game in empty city planning
(O B Ex
(2) ¥R
(3) HHEda
4) ¥ g3
G) HRfEAEEH
(6) HFREHF X
- (1) HEH R
¥ I5 89 45 JE Fo o
. ’ (8) ¥ ibsM
RS EAES
1.3 1
Characteristics and
(1) Game players

classification of game

(2
3
4
(©))
(6)
7
(8

Game strategy

Game process

Game payoff

Information structure of game
Decision-making mode of game
Game mode

Structure of game theory
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SE4fE B S HZE (Game with Complete Information)

== —H- = 3
EBES iR Bt .
BETAR MmoR o=
Chapter Class
Chapters Key Points
Number Hour
(D LR
(2) 2T RN *KE
. (3) ¥ & *x
YT ey KR 5 7 .
. 4 Frkix
&5 Fe Ty ik
2.1 Basic analytical
(1) Dominant strategy equilibrium
thinking and
(2) Tterated elimination of weakly dominated
methods of game
strategies
(3) Line-drawing method
! (4) Arrow method
(1) 284+ 34 #7052 s
(2) S AT RN K&
(3) ZhH ¥ 5 0h — R R
5 o A+ 4 A
) Nash equilibrium (1) Definition of Nash equilibrium
(2) Nash equilibrium and iterated elimination of
weakly dominated strategies
(3) Uniform prediction of Nash equilibrium
(1) FHEEAR
(2) RF o F
(3) M 2B E LR
R ISR o AE I o A (4) 23 R P A
Fo B T FL (5) Bp i 3 84 B) A
2.3 Infinite strategy 1
game analysis and (1) Cournot model
response function (2) Response function
(3) Bertrand oligopoly model
(4) Public resources problem
(5) Problem of response function
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ENAWR I
Chapter Class
Chapters Key Points
Number Hour
(1) A& F 1 Ao i b ook vd 5 it
(2) 3 EHHEFEARE L%
(3) B o AT RN &k
B SR o R (4) b Fow B 5 Ak
Fowk oy A ¥
2.4 Mixed strategy and 2 (1) Strict competition game and introduction of
mixed strategy Nash mixed strategy
equilibrium (2) Multiple equilibrium game and mixed strategy
(3) Mixed strategy and iterated elimination of
weakly dominated strategies
(4) Mixed strategy response function
(D) thi e
oA+ 3 #7864 A AR (2) M B ELFT K
2.5 The existence of
Nash equilibrium (1) Nash theorem
(2) Significance and extension of Nash theorem
(1) 4 R 3efo MK b K 3 #f
1 (2) R .EFedn X3 #r
A 3 4 i 2 e
o (3) kA by 33k 3 4y
Fo M7 kYR
2.6 Selection and analysis ) L
. (1) Pareto dominant strategy equilibrium and
method extension . . ey
. risk dominant strategy equilibrium
of Nash equilibrium e ey
(2) Focus equilibrium and relevance equilibrium
(3) Collusion and anti-collusion equilibrium

=&

5E4 H 58 65 B 3 A1 28 (Dynamic Game with Complete and Perfect

Information)
== —H- = 3
ETNEFES i Bt
EVAR /Mo =
Chapter Class
Chapters Key Points
Number Hour
&I 4 (D HEFF N BA T RY KT
Ko kA4 8 (2) #h A1 F e A4 5
3.1 Representation and 2
characteristics of (1) Stage and extensive-form of dynamic game
dynamic game (2) Basic characteristics of dynamic game
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gk
ENTFS R B
Chapter LI Class R L
. Chapters e Key Points
(1) it 45 Fo w04 7T 45 1 19 2
SRub 04 T A5 M e (2) At 3 47 19 A
oAt 34 47 4 18 AL (3) #H)a9h*
3.2 The credibility of
strategy and problem (1) Selection and credibility of a strategy
of a Nash equilibrium (2) Problem of Nash equilibrium
(3) Reverse induction
T AT I
% % At (D FHELETHFZ LA
3.3 Subgame and
subgame perfect (1) Subgame and subgame perfect Nash equilibrium

Nash equilibrium

(1) #3 S LA
(2) HFHFE
(3) WM

2 gy h S AL (4 ZFA-REBAES
3.4 Classical dynamic 1
game model (1) Stackelberg model

(2) The game between labor unions and firms
(3) Bargaining game
(4) Principal-agent theory

(D AR
(2) 1) Bk 3 Fo B L R
(3) B FF5E FFo kAR % AL

Ty
AR LR (1) KR EHEGEIEAKEALZ

AR

3.5 Dynamic game model 1

(1) Standard model

(2) Indirect financing and risk of bank run

with simultaneous

selection ) o i )
(3) International competition and optimal tariff

(4) Principal-agent relationship with simultaneous

choice
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ETES i3 B .
ENAWR I
Chapter Class
Chapters Key Points
Number Hour
(1) #3344k 69154
X (2) SAHF ¥ #5 Fo R e )2 24 %
A E A I8 . %wﬁm : ’
EEEEES EE o
3.6 Problems and extended 1 ) . .
(1) Problems of inverse induction
discussion of dynamic ) o )
) (2) Trembling hand equilibrium and progressive
game analysis ) )
induction
(3) Centipede game
FHWE &L (Repeated Game)
EREE N At :
ETAWR Mo o=
Chapter Class
Chapters Key Points
Number Hour
(1) FEW g2 L AT L
b BECE (2) TAW AR E
4.1 Introduction to
repeated game (1) Definition and significance of repeated game
(2) Basic concepts of repeated game
(1) mARA oy A R E LW F
() "B—sh R A B R AR RE L
) 2N R HHEEFTOARRET L
2 LR
(4) AR E ZAF IR0 KA 2 22
s AR E I
’ Finite repeated game (1) Finite repeated game of two-person zero-sum
game
(2) Finite repeated game with unique pure
strategy Nash equilibrium
(3) Finite repeated game with multiple pure
strategy Nash equilibriums
(4) The folk theorems of finite repeated game
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sk
EES &% & Rt R A
Chapter Class
Chapters Key Points
Number Hour
(1) BARFG Ty RIRKRE LW F
) - E My HEFREORLRRERL
3
(3) R ETH FiEgR
) Farf
s TR T LT )
Infinite repeated game (1) Infinite repeated game of two-person zero-
sum game
(2) Infinite repeated game with unique pure
strategy Nash equilibrium
(3) Infinite repeated Cournot model
(4) Effective wage rate
FEE TeMEAEEN B IEEIE (Dynamic Game with Complete but

Imperfect Information)

) . ey ‘
Chapter P Class AR
Chapters Key Points
Number Hour
(D #aFhl T
(2) RREREHEHFHET
3) FRREGFEHESHFG TR
5.1 Dynamic game with (1) Concepts and examples
imperfect information (2) Representation of dynamic game with imperfect
information
2 (3) Subgame of dynamic game with imperfect
information
(1) %% N vk 37 3 4769 2 L
% & vt i 4 (2) % T F i x4 it — 5 22 fif
5.2 Perfect Bayesian
equilibrium (1) Definition of perfect Bayesian equilibrium
(2) Further understanding of judgment formation
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Chapter Class
Chapters Key Points
Number Hour
(D - =F £ G AR
(2) B EAR
(3) 1 IR AL AL of 4h Sk T £ 0 vt 37 34 45
. (4) M FEAEA 0 RA ek T E N vt A ¥ 4
PR eSS e e L
D R AR D
L Kl (1) The game model of used vehicle trading with
5.3 The game of used il .
. . . single price
VCthl.C tfadm'g with (2) Types of equilibriums
S i
stgle price (3) Perfect Bayesian equilibrium with pure
strategy of the game model
(4) Perfect Bayesian equilibrium with mixed
5 strategy of the game model
(D R =F £ X G FARE
= F £ ;4 -
. . (2) WMFERAGH
e T o 2
o The g'amc of (1) The game model of two-price used car
two-price used .
trading trading
car (2) Equilibrium of game model
A iR FHARE . X .
. 23 iE G A = %
i M= F £ % 5 (D) ABRBIEGRMH=F £
5. Two-price us
o o pr‘ILe us.ed (1) Two-price used car trading with refund
car trading with
guarantee
refund guarantee
FEANE AEeE BB (Static Game with Incomplete Information)
ERES . e :
ETAR Mo o=
Chapter Class
Chapters Key Points
Number Hour
(1) 1°12 f= 6] F
() REEFEHERFH — AT
R EHENE (3) i R4
Fa DL ot B7 4 A 3 # (4) W vt A 24+ 3% 45
6.1 Incomplete information 5

static game and
Bayesian Nash

equilibrium

(1) Problems and examples

(2) General representation of incomplete information
static game

(3) Harsanyi conversion

(4) Bayesian Nash equilibrium
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Sealed-bid auction

(1) Sealed-bid auction

~

(1) 77 #4832 49 Dot 3 48 41 3 #5 4o 4
(2) &M R w834

6.3 B 7 R4 = )
Bid auction (1) Conditions of Bayesian Nash equilibrium of

bid auction

(2) Linear strategic equilibrium

F£E£T AELFE B NS ZE (Dynamic Game with Incomplete Information)

== —H- =} 3
BETFS i3 B .
ETAR Mo o=
Chapter Class
Chapters Key Points
Number Hour
RrEAREEFH S (D REAGZEFHEIHERM
Ry ¥ (2) A Al iF RAEH
Dynamic game
7.1
with incomplete (1) Problems of dynamic game with incomplete
information and information
its conversion (2) Types and Harsanyi conversion
2 (1) f o feds 4 i
(2) BHBEFAEF
o (3) H %A F I
- B

Declarations game ) ] )
(1) Declarations and information transfer

(2) Discrete declarations game

(3) Continuous declarations games
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(1) AT A 4538 6943 8 A 43 5 AU
(2) BHEWMERAF T E N vH M4
(3) B4 F 5
b ZHTHEFHE
7.3 . 3 F}‘f}if— (1) Information transmitted by behaviors and
Signaling game . .
signal mechanism
(2) Signaling game model and perfect Bayesian
2 equilibrium
(3) Game of exchanging stock right for investment
(4) Signaling game in labor market
RrREAFEEIR
T Bk H (D RE&EFEIAT BikH
~ Negotiation between

labor union and firms
under the condition of

incomplete information

(1) Negotiation between labor and firms under

the condition of incomplete information

FENE  HEE M1 288 (Game Learning and Evolutionary Game)

== —H- = 3
EBES iR B .
BETAR MmoR =
Chapter Class
Chapters Key Points
Number Hour
(1) A FRF2 M P A
(2) ARk
TR A A 1 5 A 4 R
8.1 Limited rationality 1 L . .
J lvsi (1) The problem of limited rationality
and game anatysis (2) Analysis methods of game with limited
rationality
(1) mMRR L)
(2) AT
R (D BEFIERNE
. W95 3 A X R

Game learning model

(1) Optimal response dynamics
(2) Virtual action

(3) Summary of game learning model
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(1) Ak
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8.3 Evolutionary 1
game theory (1) Game theory of biology evolutionary
(2) Evolutionary game theory in economy

R EFH - EHE B (W28 R 2357 5 b | iR (94 22 52 1l R~
20 5 &R AE B

R 5E « V44 3850 K2 N TR BE 5 B ARl AR Rl i 5 PR PR & 5 — R
BT TAEL
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